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0. Introduction

In 1982, C. Camacho and P. Sad [CS] proved the existence of separatrices for singular holomorphic foliations
in dimension 2. One of the main tools in their proof was the following index theorem:

Theorem 0.1: (Camacho-Sad) Let S be a compact Riemann surface embedded in a smooth complex
surface M . Let F be a one-dimensional singular holomorphic foliation defined in a neighbourhood of S
and such that S is a leaf of F . Then it is possible to associate to any singularity q ∈ S of F a complex
number ιq(F , S) ∈ C, the index of the foliation along S at q, depending only on the local behavior of F
near q, such that ∑

q∈Sing(F)

ιq(F , S) =

∫
S

c1(NS), (0.1)

where c1(NS) is the first Chern class of the normal bundle NS of S in M .

The index can be defined as follows. Let A = {(Uα, zα)} be an atlas of M adapted to S, that is such
that Uα ∩ S = {z1

α = 0} for all indices α such that Uα ∩ S 6= ∅. Locally, the foliation F is generated by a
local vector field

Xα = X1
α

∂

∂z1
α

+X2
α

∂

∂z2
α

,

with X1
α|S ≡ 0 because S is a leaf of F ; in particular, q ∈ S is a singularity of F if and only if X2

α(q) = 0.
Then the index is defined by

ιq(F , S) = Resq

(
∂(X1

α/X
2
α)

∂z1
α

∣∣∣∣
S

dz2
α

)
; (0.2)

it is not difficult to check that it is independent of the adapted chart chosen.
Thus Theorem 0.1 gives a quantitative connection between the global way S sits in M (the first Chern

class of NS is also equal to the self-intersection number S ·S of S) and the local behavior of singular foliations
tangent to S.

This theorem has been subsequently generalized in several ways, first allowing the existence of singu-
larities of the Riemann surface S (Lins-Neto [Li], Suwa [S1]), and then to singular holomorphic foliations
defined in a neighbourhood of a possibly singular subvariety S of a complex manifold M , without restrictions
on the dimension of M or the codimension either of F or of S (see Lehmann [Le], Lehmann-Suwa [LS1, 2]
and references therein). In particular, using Čech-de Rham cohomology Lehmann and Suwa (see [S2] for a
systematic exposition) developed a very complete theory of indices for holomorphic foliations along a possibly
singular leaf. One of their results is the following generalization of Theorem 0.1:

Theorem 0.2: (Lehmann-Suwa) Let S be a compact connected subvariety of codimension m in a complex
manifold M of dimension n. Assume that S is a locally complete intersection, and that there is a smooth
vector bundle N over M extending the normal bundle NS of (the regular part of) S in M (such a vector
bundle N always exists if S is an hypersurface). Let F be a singular holomorphic foliation of rank p defined
in a neighbourhood of S and leaving S invariant. Let {Σλ} be the decomposition in connected components
of the singular set Sing(S) ∪

(
Sing(F) ∩ S

)
. Finally, let ϕ be a polynomial of degree d > n − p −m. Then

we can associate to each connected component Σλ a residue

Resϕ(F , NS ; Σλ) ∈ H2n−2(m+d)(Σλ;C),
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depending only on the local behavior of F near Σλ, such that∑
λ

(iλ)∗Resϕ(F , NS ; Σλ) = [S] _ ϕ(N) in H2n−2(m+d)(S;C), (0.3)

where iλ: Σλ ↪→ S is the inclusion, and ϕ(N) denotes the cohomology class obtained evaluating ϕ in the
Chern classes of N .

In particular, when n = 2 and m = p = d = 1, we recover Theorem 0.1. Furthermore, if the sin-
gular component Σλ is an isolated point (and d = n − m), we can often compute Resϕ(F , NS ; Σλ) using
Grothendieck residues; see [S2] for details.

In these theorems, the subvariety S is always supposed to be invariant by the foliation. Recent results by
Camacho [C], Camacho and Lehmann [CL], and by Camacho-Movasati-Sad [CMS] have opened a different,
and somewhat unexpected, venue of research: it is possible to get index theorems also when S is transversal
to the foliation F , if one is willing to assume that S sits into the ambient manifold M in a particularly nice
way. For instance, one might assume that M is the total space of a line bundle over S (identifying S with
the zero section of M); see [C, CL]. For more general subvariety S, Camacho, Movasati and Sad proved the
following

Theorem 0.3: (Camacho-Movasati-Sad) Let S be a compact Riemann surface embedded in a smooth
complex surface M . Assume that S is fibered embedded and 2-linearizable in M , that is that there exists
an atlas A = {(Uα, zα)} adapted to S such that the changes of coordinates satisfy

∀i ≥ 1
∂iz2

β

∂(z1
α)i
≡ 0, (0.4)

and
∂2z1

β

∂(z1
α)2

∣∣∣∣∣
S

≡ 0. (0.5)

Let F be a singular holomorphic foliation of rank one, and let SingS(F) denote the set of points of S where F
is (singular or) tangent to the normal direction spanned by ∂/∂z1

α, which is well-defined because of (0.4).
Assume that SingS(F) 6= S. Then

∑
q∈SingS(F)

ιq(F , S) =

∫
S

c1(NS),

where ιq(F , S) is again defined by (0.2).

Thus if S is fibered embedded and 2-linearizable into M we recover the Camacho-Sad index formula
without assuming that the foliation is tangent to S; the informations on the way S sits into M replace the
informations on the way S is placed with respect to F .

A further indication of the fact that these index theorems are not inside standard foliation theory only
is given by what happens for holomorphic self-maps of a complex manifold.

In 2001, studying the local dynamics of holomorphic maps f tangent to the identity (that is defined in
a neighbourhood of the origin in Cn and such that f(O) = O and dfO = id), we discovered an unexpected
analogy between the problem of the existence of separatrices for singular holomorphic foliations and the
problem of existence of invariant curves for maps tangent to the identity. One component of this analogy,
instrumental in the proof given in [A] of the Leau-Fatou flower theorem in dimension 2, is an index theorem
very similar to Theorem 0.1:

Theorem 0.4: ([A]) Let S be a compact Riemann surface embedded in a smooth complex surface M , and
let f be a germ about S of a holomorphic self-map of M such that f |S = idS . Assume that f is tangential
to S (see below). Then it is possible to associate to any point q ∈ S a complex number ιq(f, S) ∈ C, the
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index of f along S at q, depending only on the local behavior of f near q, and vanishing at all but a finite
number of points, such that ∑

q∈Sing(F)

ιq(F , S) =

∫
S

c1(NS).

This time the index is defined as follows. Let A = {(Uα, zα)} be an atlas adapted to S. Then if we
write f = (f1

α, f
2
α) in local coordinates, we can consider the local meromorphic function

kα(z2
α) = lim

z1
α→0

f1
α(zα)− z1

α

z1
α

(
f2
α(zα)− z2

α

) ;

we shall say that f is tangential to S if kα 6≡ ∞ (and it is not difficult to check that this condition is
independent of α). Then the index ιq(f, S) is defined by

ιq(f, S) = Resq
(
kα dz

2
α

)
, (0.6)

and again it does not depend on the adapted chart chosen.
It should be remarked that, as first avatar of things to come, the same proof yielded a version of

Theorem 0.4 for any self-map f , not necessarily tangential, if M was the total space of a line bundle over S.
Soon after [A] was completed, F. Bracci and F. Tovena in [BT] found a version of Theorem 0.4 for

possibly singular compact Riemann surfaces; thus it became natural to try and generalize Theorem 0.4 in a
way similar to what Lehmann and Suwa did starting from Theorem 0.1.

Let M be an n-dimensional complex manifold, S a (reduced, irreducible, possibly singular) subvariety
of M of codimension m, and f a germ about S of holomorphic self-map of M fixing S pointwise. Then
in [ABT1] we defined the following two main objects:

– the order of contact νf ∈ N∗ of f with S;
– the canonical sectionXf , a section over S of the coherent sheaf TM,S⊗(N ∗S)⊗νf , whereN ∗S is the conormal

sheaf of S and TM,S is the sheaf of germs of holomorphic sections over S of the restriction TM |S to S
of the tangent bundle of M .

Roughly speaking, the order of contact measures how close to the identity in a neighbourhood of S the map f
is; and the canonical section indicates how f would move S if it were allowed to move it (in Subsection 1.4
we shall recall the definitions of νf and Xf , showing that these statements actually make sense).

The canonical section can be thought of as a section of the sheaf Hom((NS)⊗νf , TM,S), that is as a

morphism Xf :N⊗νfS → TM,S , and thus it determines a canonical distribution Ff ⊂ TM |S , the image

of N
⊗νf
S through Xf . It turns out that, from a dynamical point of view, the most interesting case is when

f is tangential, that is when the canonical distribution is tangent to (the regular part of) S (and when S is
a compact Riemann surface in a smooth complex surface M this definition of tangential reduces to the one
recalled above). In this case, it turns out that the dynamics of f is concentrated around the singular points
of S and Xf : indeed, it is possible to prove that if p ∈ S is a smooth point of S not singular for Xf , then
there is no infinite orbit of f arbitrarily close to p (see [ABT1]).

For the sake of simplicity, let us now assume that S is a hypersurface of M ; in [ABT1] are described
results with S of codimension greater than 1, but in a slightly different spirit and of a more technical
character. When S is a hypersurface and f is tangential to S, we can use the canonical section to define a
partial holomorphic connection on NS along Ff (or, using the terminology of [ABT1], a holomorphic action

of N⊗νfS on NS) outside the singular points of f . Then following the ideas introduced by Lehmann and Suwa
it is possible to prove the following generalization of Theorem 0.4:

Theorem 0.5: ([ABT1]) Let S be a compact, complex, reduced, irreducible, possibly singular, hypersurface
in an n-dimensional complex manifold M , and let f be a germ about S of a holomorphic self-map of M
fixing S pointwise. Assume that f is tangential to S, and let {Σλ} be the decomposition in connected
components of the singular set Sing(Xf ) ∪ Sing(S). Then there exist complex numbers Res(Xf , S,Σλ) ∈ C,
depending only on the local behavior of f near Σλ, such that∑

λ

Res(Xf , S,Σλ) =

∫
S

cn−1
1 (NS),
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where c1(NS) is the first Chern class of the normal bundle NS of S in M . Furthermore, when Σλ is an
isolated point there is an explicit formula for computing Res(Xf , S,Σλ) using a Grothendieck residue.

Now, while in Theorem 0.2 the hypothesis that F is tangential to S looks completely natural, the
corresponding hypothesis here that f is tangential to S might look somewhat artificial. Actually, this is not
the case: in [ABT1] we showed that from a dynamical point of view this is the most interesting situation (if
f is transversal to S the dynamics of f nearby S is much easier to determine), and furthermore f is naturally
tangential to S in important applications (for instance when blowing-up a non-dicritical map tangent to the
identity).

However, already in [ABT1] we noticed that we do not need f to be tangential to S if we ask something
more on the way the regular part of S sits into M . To describe the exact hypotheses we need, which are (of
course) much weaker than asking M to be the total space of a line bundle over S, let us recall a couple of
definitions.

Let S be a (smooth) complex submanifold of a complex manifold M . We shall say that S splits into M
if the exact sequence

O −→ TS −→ TM |S −→ NS −→ O

splits as sequence of vector bundles over S, that is if there is a projection σ:TM |S → TS which is the
identity on TS. It turns out (see [ABT2, 3]) that S splits into M if and only if the exact sequence

O −→ IS/I2
S −→ OM/I2

S −→ OS = OM/IS −→ O

splits as sequence of OS-modules, where OM is the sheaf of germs of holomorphic functions on M , and IS
is the ideal sheaf of S. Furthermore, if S splits into M it is possible to introduce a structure of OS-module
on IS/I3

S such that
O −→ I2

S/I3
S −→ IS/I3

S −→ IS/I2
S −→ O

becomes an exact sequence of OS-modules (see again [ABT2, 3] for details). Then we shall say that S is
comfortably embedded in M if the latter sequence splits too.

In terms of adapted atlases, it turns out that S splits into M if there is an atlas A = {(Uα, zα)} adapted
to S (that is, such that Uα ∩ S = {z1

α = · · · = zmα = 0}, where m is the codimension of S) such that

∂zpβ
∂zrα

∣∣∣∣∣
S

≡ 0, (0.7)

for all r = 1, . . . ,m and p = m + 1, . . . , n, where n = dimM ; compare with (0.4). Furthermore, S is
comfortably embedded in M if there is an adapted atlas satisfying (0.7) and

∂2zrβ
∂zsα∂z

t
α

∣∣∣∣∣
S

≡ 0, (0.8)

for all r, s, t = 1, . . . ,m; compare with (0.5). Clearly, the zero section of a vector bundle is comfortably
embedded in the total space of the bundle. Furthermore, both splitting and being comfortably embedded
can be characterized by the vanishing of a suitable sheaf cohomology class; in particular, Stein submanifolds
always split and are comfortably embedded.

Then the proof of Theorem 0.5 can be adapted to yield the following index theorem:

Theorem 0.6: ([ABT1]) Let S be a compact, complex, reduced, irreducible, possibly singular, hypersurface
in an n-dimensional complex manifold M , such that the regular part S′ of S is comfortably embedded in M ,
and let f be a germ about S of holomorphic self-map of M fixing S pointwise. If σ:TM |S′ → TS′ is the
splitting projection, set X = (σ⊗id)◦Xf ; roughly speaking, the image of X is the projection of the canonical
distribution on TS′. [Actually, if df does not act as the identity on the normal bundle of NS we should
slightly change the definition of X to take into account the action of df ; but after this technical adjustement,
everything works.] Assume that X 6≡ O, and let {Σλ} be the decomposition in connected components of the
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singular set Sing(X) ∪ Sing(S). Then there exist complex numbers Res(X,S,Σλ) ∈ C, depending only on
the local behavior of f near Σλ, such that∑

λ

Res(X,S,Σλ) =

∫
S

cn−1
1 (NS).

Moreover, when Σλ is an isolated smooth point of S there is an explicit formula for computing Res(X,S,Σλ)
using a Grothendieck residue.

Thus our investigations in the discrete setting yielded Camacho-Sad-like index theorems both for sub-
varieties tangential to holomorphic self-maps and for subvarieties transversal to holomorphic self-maps. The
tantalizing aspect of the index theorems we presented is that even though the statements are clearly very
similar, the original proofs are all slightly different; none of these theorems is a direct consequence of any
other. (There are ways to deduce Theorem 0.4 from Theorem 0.1 using formal or semi-formal vector fields
— see [BCL] and [Di] — but they are by no means direct, and they do not seem to apply to the transversal
case or to higher-dimensional settings.) This suggests that some deeper phenomenon is at work here; there
must be a unified way to obtain all these theorems.

Indeed, this is exactly what we found out in [ABT2]: there is a general procedure (built starting from
ideas due to Atiyah, Baum, Bott, Lehmann, Suwa and others) to obtain Camacho-Sad-like index theorems,
giving not only all the theorems mentioned before but a couple of new ones too. For instance, we got the
following generalization of Theorem 0.3:

Theorem 0.7: ([ABT2]) Let S be a compact, complex, reduced, irreducible, possibly singular, subvariety
of codimension m of an n-dimensional complex manifold M , such that the regular part S′ of S is comfortably
embedded in M . Assume that there exists a coherent sheaf of OM -modules N on M such that N⊗OS′ = NS′
(this can always be arranged if S is smooth, or it is an hypersurface). Let F be a singular holomorphic
foliation of rank n−m on M , and let Fσ = σ(F ⊗OS), where σ:TM |S′ → TS′ is the splitting projection.
Assume that Sing(Fσ) 6= S, and that So = S′ \ Sing(Fσ) is (comfortably embedded and) 2-linearizable,
that is satisfies (0.4) for i = 1, 2. Let {Σλ} be the decomposition in connected components of the singular
set Sing(Fσ) ∪ Sing(S). Finally, let ϕ be a polynomial of degree d > 0. Then we can associate to each
connected component Σλ a residue

Resϕ(Fσ,N ; Σλ) ∈ H2n−2(m+d)(Σλ;C),

depending only on the local behavior of F near Σλ, such that∑
λ

(iλ)∗Resϕ(Fσ,N ; Σλ) = [S] _ ϕ(N ) in H2n−2(m+d)(S;C), (0.9)

where iλ: Σλ ↪→ S is the inclusion, and ϕ(N) denotes the class obtained evaluating ϕ in the Chern classes
of N .

The paper [ABT2] contains several other results of this kind, some very general. The proofs in [ABT2]
are hard and very technical; however, the general ideas can be explained and appreciated at a non-technical
level. The aim of this survey is exactly to expose these ideas without entering in the technical details,
referring the readers to [ABT2] and [ABT3] for proofs and more insight.

Acknowledgments. First of all, I am honored to thank my two fellow coworkers, Francesca Tovena and
Filippo Bracci; without them none of this would ever have existed. A heartful thank you also goes to Leandro
Arosio, Cesar Camacho, Daniel Lehmann, Jasmin Raissy, Paulo Sad and Tatsuo Suwa, for several interesting
and stimulating discussions. Finally, it is a pleasure to thank Eugene Mihailescu for inviting me to Bucarest.

1. The strategy

Our general approach to Camacho-Sad-like index theorems can be summarized in four steps:

(a) vanishing theorems yield index theorems;
(b) partial holomorphic connections yield vanishing theorems;
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(c) splitting of suitable sequences of sheaves yield partial holomorphic connections;
(d) the construction of a splitting.

As we shall see, steps (b), (c) and the main body of step (a) have nothing to do with either maps or
foliations; they are the backbone of our general strategy, and work in the same way in all cases described
in the introduction (and conceivably in other cases too). The holomorphic map or foliation is only needed
to provide the geometrical data used in the construction of the splitting in the last step (and in the choice
of the indeces in the first step; see Remark 1.1 below). Furthermore, the last step in the tangential case is
very easy and natural (the transversal case is considerably harder, though). In this way, we get a sensible
explanation of both the similarities and the differences among statements and proofs of all known instances
of Camacho-Sad-like index theorems.

Let us then describe these steps one at the time.

1.1. Vanishing theorems yield index theorems (inspired by Lehmann and Suwa)

The first step is essentially cohomological, and it is based on ideas developed by Lehmann and Suwa (see,
e.g., [S2] and [S3]).

Roughly speaking, let us say that a characteristic class is a cohomology class ϕ canonically associated to
a geometrical situation identically vanishing as soon as a specific kind of object θ exists; in other words, ϕ is
an obstruction to the existence of θ. The most famous example of characteristic class is the top Chern class
of a complex vector bundle. If π:E → S is a complex vector bundle of rank r over a manifold S, the top
Chern class cr(E) is a cohomology class of degree 2r on S — to be precise, it lives in H2r(S,Z) — vanishing
as soon as E admits a never vanishing section θ. So in this case the geometrical situation is the complex
vector bundle E and the object θ is a never vanishing section. As we shall see later, the geometrical situation
we shall be interested in will be a complex vector bundle over a complex manifold S, and the specific kind
of object will be a partial holomorphic connection on E.

In this context, a vanishing theorem is just the statement that the existence of the object θ implies the
vanishing of the characteristic class ϕ; the first step in our strategy consists then in seeing the index theorem
as a localization of the characteristic class to the singular set of the object θ.

Given the geometric situation on the manifold S, and hence the characteristic class ϕ ∈ H∗(S), suppose
that the object θ exists outside a closed set Σ ⊂ S (the singular set of θ); in particular, by the vanishing
theorem (and suitable naturality properties of the characteristic class), the restriction of ϕ to S \Σ vanishes:
ϕ|S\Σ ≡ O. The long exact cohomology sequence of the pair (S, S \ Σ)

H∗(S, S \ Σ)
p−→H∗(S)

|S\Σ−→H∗(S \ Σ)

then yields a relative class η ∈ H∗(S, S \ Σ) such that p(η) = ϕ.
Now assume that S is compact, and that Σ is a subvariety (more general closed sets are possible too,

but this is enough for our aims). We then have the Poincaré isomorphism P :H∗(S) → Hd−∗(S) and the
Alexander isomorphism A:H∗(S, S \ Σ) → Hd−∗(Σ), where d = dimS. From the commutativity of the
diagram

H∗(S, S \ Σ)
p−→ H∗(S)yA yP

Hd−∗(Σ)
i∗−→ Hd−∗(S)

,

where i∗:Hd−∗(Σ)→ Hd−∗(S) is induced by the inclusion i: Σ ↪→ S, we then get

i∗
(
A(η)

)
= P (ϕ) . (1.1)

Now let Σ =
⋃
λ Σλ be the decomposition of Σ in connected components. The homology group Hd−∗(Σ)

decomposes in the direct sum of the homology groups of the components Σλ; accordingly, A(η) decomposes
in a sum of elements in Hd−∗(Σλ). If we denote by Res(ϕ, θ; Σλ) the component of A(η) living in Hd−∗(Σλ),
then (1.1) becomes an index theorem: ∑

λ

(iλ)∗Res(ϕ, θ; Σλ) = P (ϕ) , (1.2)
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where iλ = i|Σλ . A moment of thought shows that this formula is the exact analogue of formulas like (0.1)
and (0.3). Indeed, in the left-hand side we have a sum of homology classes (of numbers when ∗ = d, as
happens for instance in Theorem 0.1), each one depending only on what happens in a neighbourhood of
the singular set (because they come from a relative cohomology class). In the right-hand side we have the
Poincaré dual of the characteristic class; and the Poincaré dual is exactly given by cap multiplication by the
fundamental class [S] (or by integration over S when ∗ = d). Thus in this way we get a Camacho-Sad-like
index theorem starting from a vanishing theorem for a characteristic class.

Remark 1.1: An important point here is that, in general, the class η ∈ H∗(S, S \Σ) such that p(η) = ϕ
is not unique. Any choice of η gives rise to an index theorem, but clearly some choices make more sense than
others. For instance, one would like to be able to read in η some properties of the object θ whose existence
ensured the vanishing of the characteristic class outside the singular set Σ. Since, ultimately, the construction
of θ will depend on the data (maps or foliations) at hand, in this way the residues in the left-hand side of
(1.2) will keep memory of the data, whereas the right-hand side is independent of them (which is one of the
main reasons an index theorem is useful).

As Lehmann and Suwa noticed, Čech-de Rham cohomology theory is an efficient tool to satisfy this
requirement. In particular, when the object θ is a partial holomorphic connection (which is the case we are
interested in), the Čech-de Rham theory yields a pretty explicit expression for the residues Res(ϕ, θ; Σλ).
For instance, when Σλ is an isolated point (and ∗ = d) then it is possible to express Res(ϕ, θ; Σλ) as a
Grothendieck residue, with a formula very similar to (0.2).

For details on this subsection see [S2], [S3] and [ABT1], [ABT2].

1.2. Partial holomorphic connections yield vanishing theorems (inspired by Baum and Bott)

To apply the scheme described in the previous subsection we need to choose the geometrical situation we
would like to work in and the objects we would like to look for.

The geometrical situation is easily explained: it is given by a holomorphic vector bundle p:E → S on a
complex manifold S. Thus as characteristic classes we can use the Chern classes of E (or, more generally,
polynomials in the Chern classes).

The objects we are looking for are partial holomorphic connections on E. A partial holomorphic connec-
tion is given by a holomorphic subbundle F ⊆ TS and a map ∇: Γ(F )× Γ(E) → Γ(E), where Γ(E) (resp.,
Γ(F )) denotes the space of C∞-sections of E (resp., F ), such that ∇ is C∞-linear in the first argument,
satisfies the usual Leibniz condition

∀f ∈ C∞(S), ∀v ∈ Γ(F ), ∀s ∈ Γ(s) ∇v(fs) = v(f)s+ f∇vs ,

and so that ∇vs is holomorphic for every holomorphic section v of F and s of E. In other words, a partial
holomorphic connection gives a way to differentiate sections of E only along some tangent directions (the
ones contained in F ) but preserving holomorphicity.

Remark 1.2: Since it will be useful in the sequel, let me restate this definition in terms of sheafs. Let E
(resp., F) denote the (locally free) sheaf of germs of holomorphic sections of E (resp., F ). Then a partial
holomorphic connection on E along F is given by a C-linear map ∇: E → F∗⊗E , where F∗ is the dual of F ,
satisfying the Leibniz condition

∀f ∈ OS , ∀s ∈ E ∇(fs) = df |F ⊗ s+ f∇s ,

where OS is the structure sheaf of S.

When F = TS, a partial holomorphic connection ∇ is just a honest holomorphic connection. In this
case (or, more generally, when F is involutive) we shall say that ∇ is flat if

∀u, v ∈ Γ(F ) ∇u ◦ ∇v −∇v ◦ ∇u −∇[u,v] = O .

Baum and Bott in [BB] proved that the existence of a flat holomorphic connection on E implies the
vanishing of all the Chern classes of E, and thus a vanishing theorem of the kind we need. It is not difficult
(see [ABT2] and [CC]) to extend Baum-Bott’s argument to get a vanishing theorem for not necessarily flat
partial holomorphic connections:
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Theorem 1.1: Let S be a complex manifold, F a holomorphic sub-bundle of TS of rank `, and E a
holomorphic vector bundle on S. Assume we have a partial holomorphic connection on E along F . Then:

(i) every polynomial in the Chern classes of E of degree larger than dimS − `+ b`/2c vanishes, where bxc
denotes the integer part of x.

(ii) Furthermore, if F is involutive and the partial holomorphic connection is flat then every polynomial in
the Chern classes of E of degree larger than dimS − ` vanishes.

The idea of the proof consists in extending ∇ to a C∞ real connection on E, defining it arbitrarily on a
C∞-complement of F in TS = T (1,0)S and by using ∂ on T (0,1)S. Then the holomorphicity of ∇ on F (and
the flatness, if any) implies that the curvature matrix is expressed using only 2-forms of a particular kind,
and the external product of a sufficiently high number of those forms must vanish. Since polynomials in the
Chern classes are represented by taking external products of forms in the curvature matrix, Theorem 1.1
follows.

So the existence of a partial holomorphic connection outside of a singular set yields a vanishing theorem,
and thus an index theorem. The next step consists then in finding conditions ensuring the existence of partial
holomorphic connections.

For details on this subsection see [BB] and [ABT2].

1.3. Splitting of suitable sequences of sheaves yield partial holomorphic connections (inspired by Atiyah)

The problem of finding conditions ensuring the existence of a holomorphic connection on a given holomorphic
vector bundle has been considered by Atiyah in [At]. Let us briefly recall his construction.

Let E be a holomorphic vector bundle of rank d over a complex manifold S; we shall denote by PE the
principal bundle associated to E, with structure group GL(d,C). The group GL(d,C) acts on the tangent
vector bundle TPE of the total space of PE , and the quotient AE = TPE/GL(d,C) can be identified with
the vector bundle on S of rank d2 − 1 composed by the fields of tangent vectors to PE defined along one
of its fibres and invariant under the action of GL(d,C). Since the action of GL(d,C) on PE preserves the
fibers of the canonical projection π0:PE → S, the differential of π0 defines a vector bundle morphism, still
denoted by π0, from AE onto TS. Atiyah has shown ([At, Theorem 1 and Proposition 9]) that there is a
canonical exact sequence

O −→ Hom(E , E) −→ AE
π0−→TS −→ O , (1.3)

of locally free OS-modules, where TS (resp., AE) is the sheaf of germs of holomorphic sections of TS
(resp., AE). Furthermore, this sequence splits if and only if there is a holomorphic connection on E ([At,
Theorem 2]; see also [GR], where part of this theory is extended to subvarieties S having normal crossing
singularities).

It is easy to adapt this construction to the case of partial holomorphic connections. If F is a holomorphic
sub-bundle of TS, we can consider the restriction to F of the sequence (1.3)

O −→ Hom(E , E) −→ AE,F
π0−→F −→ O , (1.4)

where AE,F = π−1
0 (F) ⊆ AE . Then arguing as in [At] it is easy to prove the following

Proposition 1.2: Let F be a holomorphic sub-bundle of the tangent bundle TS of a complex manifold S,
and let E be a holomorphic vector bundle over S. Then there is a partial holomorphic connection on E
along F if and only if the sequence (1.4) splits, and this happens if and only if there is an OS-morphism
ψ0:F → AE such that π0 ◦ ψ0 = id.

Now, in this paper we are interested in studying Camacho-Sad-like index theorems, and not index
theorems in general. A Camacho-Sad-like index theorem says something on the normal bundle NS of a
complex submanifold S of a complex manifold M . Thus, to proceed we need a more explicit representation
of AE when E = NS .

So let S be a complex submanifold of a complex manifold M . Set OS(1) = OM/I2
S ; the sheaf OS(1)

can be thought of as the structure sheaf of the first infinitesimal neighbourhood of S in M . Let TM (resp.,
TM,S) be the sheaf of germs of holomorphic sections of TM (resp., of TM |S along S), then NS = TM,S/TS
is the sheaf of germs of holomorphic sections of the normal bundle NS = TM |S/TS. We are not done yet:
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set TM,S(1) = TM ⊗OS(1), let p2: TM,S → NS and θ1: TM,S(1) → TM,S be the natural projections, and define
T SM,S = Ker p2 ⊂ TM,S and T SM,S(1) = Ker (p2 ◦ θ1) ⊂ TM,S(1).

Roughly speaking, the elements of T SM,S are germs at S of vector fields of M that are tangent to S when
restricted to it, that is germs that in a chart adapted to S are of the form

m∑
r=1

fr
∂

∂zr
+

n∑
p=m+1

fp
∂

∂zp
(1.5)

with m = codimS, n = dimM , f1, . . . , fm ∈ IS and fm+1, . . . , fn ∈ OM . The elements of T SM,S(1) are of

the same form, but with f1, . . . , fm ∈ IS/I2
S and fm+1, . . . , fn ∈ OS(1).

Inside T SM,S (resp., T SM,S(1)) we can consider IS · T SM,S (resp., IS · T SM,S(1)), whose elements are of

the form (1.5) with f1, . . . , fm ∈ I2
S and fm+1, . . . , fn ∈ IS (resp., with f1, . . . , fm = 0 in OS(1) and

fm+1, . . . , fn ∈ IS/I2
S). Then in [ABT2] we proved

Proposition 1.3: Let S be a complex submanifold of a complex manifold M . Then

ANS = T SM,S/IS · T SM,S = T SM,S(1)/IS · T
S
M,S(1) .

The elements of ANS are locally of the form (1.5) with f1, . . . , fm ∈ IS/I2
S and fm+1, . . . , fn ∈ OS . In

particular, there is a natural projection π0:AN,S → TS obtained by dropping the first sum in (1.5); and it is
not difficult to see that the elements of the first sum in (1.5) generate a sheaf isomorphic to End(NS ,NS).
In this way we get the exact sequence

O −→ Hom(NS ,NS) −→ ANS
π0−→TS −→ O , (1.6)

which exactly is (1.3) in this setting. Therefore to get a partial holomorphic connection on NS (and ultimately
a Camacho-Sad-like index theorem) it suffices (and it is necessary) to build a morphism ψ:F → ANS such
that π0◦ψ = id. As we shall see in the next subsection, the explicit description ofANS given in Proposition 1.3
will come in very handy.

For details on this subsection see [At] and [ABT2].

1.4. The construction of a splitting.

We have at last reached the final step of our construction, the only part of our strategy explicitely depending
on the data at hand: how to build a splitting of (1.6) starting from a holomorphic foliation or from a
holomorphic self-map of M . We shall describe the procedure in the tangential case only; the transversal case
is similar but technically (much) more involved.

Let us begin with the foliation tangential case, which is now very easy. A possibly singular holomorphic
foliation on M is given by an involutive subsheaf F ⊂ TM ; the singular set of F is the locus of points
in M where TM/F is not locally free. Let S ⊂ M be a complex subvariety of M , and assume that F is
tangent to the regular part of S. In particular, if we set Σ = Sing(S) ∪

(
Sing(F) ∩ S

)
and So = S \Σ, then

FSo = F ⊗ OSo is a locally free involutive sub-bundle of TSo , and F|So can be thought of as a subsheaf
of T SoM,So . To get a splitting ψ:FSo → ANSo is then very easy: the lack of singularities gives a natural map

ι:FSo ↪→ F|So ⊂ T S
o

M,So . Then we set ψ = π ◦ ι, where π: T SoM,So → ANS is the canonical projection given by
Proposition 1.3. The map ψ clearly is a splitting morphism — and thus we got a Camacho-Sad-like index
theorem for foliations tangent to S (to be precise, in this way we recovered Theorem 0.2).

To describe the construction in the map case we need to recall a few notions introduced in [ABT1]. Let
f :M → M be a holomorphic self-map of a complex n-dimensional manifold M , and assume that f leaves
a complex irreducible possibly singular hypersurface S ⊂M pointwise fixed; we shall write f ∈ End(M,S),
and always assume that f 6≡ idM . Take p ∈ S; then for every h ∈ OM,p the germ h ◦ f is well-defined, and
we have h ◦ f − h ∈ IS,p. The f -order of vanishing at p of h ∈ OM,p is

νf (h; p) = max{µ ∈ N | h ◦ f − h ∈ IµS,p},
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and the order of contact νf of f with S is

νf = min{νf (h; p) | h ∈ OM,p}.

In [ABT1] we proved that νf does not depend on p, and that

νf (p) = min
j=1,...,n

{νf (zj ; p)},

where (U, z) is any local chart centered at p ∈ S. In particular, if p is a smooth point of S, and the local
chart (U, z) is adapted to S, that is S ∩ U = {z1 = 0}, then setting f j = zj ◦ f we can write

f j(z) = zj + (z1)νf gj(z) , (1.7)

where z1 does not divide gj for at least some 1 ≤ j ≤ n.
In [ABT1] we also said that a map f ∈ End(M,S) is tangential to S if

min
{
νf (h; p) | h ∈ IS,p

}
> νf

for some (and hence any) point p ∈ S. If p is a smooth point of S and we choose a local chart (U, z) adapted
to S so that we can express the coordinates of f in the form (1.7), it turns out that f is tangential if and
only if z1|g1, that is if and only if

g1|S ≡ O .

The coefficients gj in (1.7) clearly depend on the chosen chart. However, in [ABT1] we proved that
setting

Xf =

n∑
j=1

gj
∂

∂zj
⊗ (dz1)⊗νf (1.8)

then Xf |U∩S defines a global section Xf of the bundle TM |S ⊗ (N∗S)⊗νf out of the singularities of S. The
section Xf is the canonical section associated to f . Actually, the sheaf of germs of holomorphic sections
of N∗S can be canonically identified with IS/I2

S ; then it is not difficult to see that Xf actually is a global
section on the whole of S of the sheaf TM,S ⊗ (IS/I2

S)⊗νf .

The bundle TM |S ⊗ (N∗S)⊗νf is canonically isomorphic to the bundle Hom(N
⊗νf
S , TM |S). Therefore

the section Xf induces a morphism, still denoted by Xf :N
⊗νf
S → TM |S , out of the singularities of S, and

it is easy to check (see [ABT1]) that f is tangential if and only if the image of Xf is contained in TS.
We shall say that p ∈ S \Sing(S) is a singular point for f if Xf vanishes at p; we shall denote by Sing(f)

the set of singular points for f , and by So = S \
(
Sing(S) ∪ Sing(f)

)
the subset of regular (both for S and

for f) points of S. By definition, p ∈ S \ Sing(S) is a singular point for f if and only if

g1(p) = · · · = gn(p) = 0

for any local chart adapted to S; so singular points are generically isolated.
Now let FSo be the image of N⊗νfS via Xf over So. Since we removed the singularities, if f is tangential

then FSo is a rank 1 locally free subsheaf of TSo , and thus it determines a rank 1 sub-bundle F ⊂ TSo.
Furthermore, in [ABT1, 2] we showed that when f is tangential we can use Xf to define a canonical injection ι
of FSo into T SoM,So(1). It is important to notice that in general we cannot embed FSo into T SoM,So ; therefore
to deal with maps we have to work with infinitesimal neighbourhoods.

We are now done. Indeed, denoting by π: T SoM,So(1) → ANSo the canonical projection given by Proposi-
tion 1.3, we get a splitting morphism just by setting ψ = π◦ ι — and thus a Camacho-Sad-like index theorem
for maps (more precisely, we recovered Theorem 0.5).

In the transversal case, F|So lives in TM,So and not in T SoM,So ; and analogously Xf gives an injection

into TM,So(1) and not into T SoM,So(1). To deal with these cases we need a morphism π̃: TM,So(1) → ANSo
extending π; and such a morphism exists when S is comfortably embedded in M . There are a few more
details to be worked out, but essentially using π̃ instead of π it is possible to follow the previous scheme to
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get a splitting morphism in the transversal case too — and thus Camacho-Sad-like index theorems of the
kind exemplified by Theorem 0.7.

For details on this subsection see [ABT1] and [ABT2].
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