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ABSTRACT. We describe a general construction providing in-
dex theorems localizing the Chern classes of the normal bundle
of a subvariety inside a complex manifold. As particular in-
stances of our construction we recover both Lehmann-Suwa’s
generalization of the classical Camacho-Sad index theorem for
holomorphic foliations and our index theorem for holomor-
phic maps with positive dimensional fixed point set. Further-
more, we also obtain generalizations of recent index theorems of
Camacho-Movasati-Sad and Camacho-Lehmann for holomor-
phic foliations transversal to a subvariety.

1. INTRODUCTION

In 1982, C. Camacho and P. Sad [11] proved the existence of separatrices for
singular holomorphic foliations in dimension 2. One of the main tools in their
proof was the following index theorem:

Theorem 1.1 (Camacho-Sad). Let S be a compact Riemann surface embedded
in a smooth complex surface M. Let F be a one-dimensional singular holomorphic
foliation defined in a neighbourhood of S and such that S is a leaf of F , that is such
that F is tangent to S. Then it is possible to associate to any singular point q ∈ S of F
a complex number ιq(F , S) ∈ C, the index of the foliation along S at q, depending
only on the local behavior of F near q, such that

∑
q∈Sing(F)

ιq(F , S) =
∫
S
c1(NS),

where c1(NS) is the first Chern class of the normal bundle NS of S in M.
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The index ιq(F , S) can be explicitely computed using a local vector field gen-
erating F in a neighbourhood of q (see Example 7.23).

Thus Theorem 1.1 gives a quantitative connection between the way S sits
in M (the integral of the first Chern class of NS is equal to the self-intersection
number S · S of S) and the behavior of singular foliations tangent to S.

Due to its importance (see, e.g., [22] and [9] for applications), in the next
twenty years this theorem has been generalized in several ways; see, e.g., Lins Neto
[22], Suwa [27], Lehmann [19], Lehmann-Suwa [20], [21], and references therein
(see also [6], [7], where also the ambient space M is allowed to be singular). In
particular, using Čech-de Rham cohomology, Lehmann and Suwa (see [28] for
a systematic exposition) proved what we are going to consider as a model index
theorem: if the possibly singular holomorphic foliation F of dimension ` is tan-
gent to a possibly singular (but not too wild: see Definition 6.3 and Example 6.4)
subvariety S of dimension d in the ambient manifoldM, then the Chern classes of
the normal bundle NS of degree higher than d−` can be localized at the singular-
ities — that is, obtained as sum of local residues depending only on the behavior
of S and F nearby the singularities (of S and of F in S). We explicitely remark
that one of the main ingredients in their proof is the construction of a partial
holomorphic connection on the the normal bundle NS outside a suitable analytic
subset of S (where “partial” here means that we are differentiating only along some
tangent directions, the ones contained in F).

The results obtained in those papers are apparently strictly inside the theory
of holomorphic foliations; the arguments used needed the existence of the foli-
ation F in a neighbourhood of the subvariety S, and the tangency of F to S.
Recently, however, a number of results have appeared strongly suggesting that
these might be unnecessary limitations: the tangency of F to S might be replaced
by hypotheses on the embedding of S into the ambient spaceM ([10], [12], [13]),
and, perhaps more strikingly, the foliation can be replaced by a holomorphic self-
map of the ambient manifold fixing pointwise the subvariety S ([1], [8], [2]).
Furthermore, there was the tantalizing fact that the statements of all these new in-
dex theorems were clearly similar, and yet they all needed slightly different proofs;
none of them was consequence of any of the others.

The main goal of this paper is to show how it is possible to recover all these
index theorems (and a couple of new ones) using a universal construction hav-
ing a priori nothing to do with either foliations or self-maps. More precisely, we
shall reduce the proof of such an index theorem to the construction of an OSo -
morphism ψ : F → A satisfying a splitting condition (see Theorem 5.9.(ii) for
the exact condition), where: So is the complement in S of the singular points of S
and of the singular points of the object (foliation or self-map) we are interested
in; F is the sheaf of germs of holomorphic sections of a suitable sub-bundle of
the tangent bundle TSo; and A is an universal OSo -locally free sheaf depending
only on the embedding of So into the ambient space M. The details of the con-
struction of ψ will of course depend on the particular situation we are dealing
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with (foliation or self-map, tangential or transversal); but as soon as such a ψ ex-
ists then an index theorem analogous to Lehmann-Suwa’s model one follows (see
Theorem 6.8). We shall also show (in Sections 7 and 8) how to construct such aψ
in several cases, and we shall be able to recover all the index theorems of this kind
known up to now (forM smooth), together with two new ones: the first one (The-
orem 7.21) on foliations transverse to S generalizes both Camacho-Movasati-Sad’s
([13]) and Camacho-Lehmann’s ([10], [12]) results, while the second one (The-
orem 8.10) extends the results of [2]. We also explicitely compute the index at
isolated singularities in a simple but important case using a Grothendieck residue;
see Remark 6.10 and Example 7.23.

Very briefly, the reason why the existence of a morphism ψ : F → A implies
an index theorem can be explained as follows. The sheaf A comes provided with
an important additional structure: an universal holomorphic θ1-connection (see
Sections 4 and 5 for precise definitions) on the normal bundle NSo of So in M.
Then, following ideas due to Atiyah [4], we shall be able to prove that the existence
of such a morphism ψ is equivalent to the existence of a partial holomorphic con-
nection on NSo along F . Having this, an argument essentially due to Baum and
Bott ([5]; see Theorem 6.1) yields the vanishing on So of suitable Chern classes
of NSo ; and then a general cohomological argument (developed by Lehmann and
Suwa [19], [28]) allows one to infer from this vanishing the localization at the
singularities of the corresponding Chern classes — that is, an index theorem.

Let us finally describe the plan of the paper. In Sections 2 and 3 we collect
a number of definitions and properties concerning infinitesimal neighbourhoods
of subvarieties that we shall need in the rest of the paper, and we describe the
conditions we shall impose on the embedding of the subvariety into the ambient
manifold to deal with the transversal cases (we also refer to [3] for more details on
these conditions). In Sections 4 and 5 we introduce the sheafA and its additional
structures, while in Section 6 we prove the vanishing Theorem 6.1 and our general
index Theorem 6.8. In Section 7 we show how to build the morphism ψ for
holomorphic foliations (and, in particular, we get the new Theorem 7.21), and
finally in Section 8 we do the same for holomorphic self-maps (and, in particular,
we get the new Theorem 8.10).

Acknowledgments. We would like to thank Francesco Russo for pointing
out reference [25], Jorge V. Pereira and Tatsuo Suwa for some useful conversations,
and the Departments of Mathematics of Jagellonian University, Kraków, and of
University of Michigan, Ann Arbor, for the warm hospitality offered to the first
and third author during the preparation of this paper.

2. SPLITTING SUBMANIFOLDS

Let us begin by recalling a few general facts on sequences of sheaves. We say that
an exact sequence of sheaves (of abelian groups, rings, modules. . . )

O →R ι
--------------------------→ S p

----------------------------------------→ T → O
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on a variety S splits if there is a morphism σ : T → S of sheaves (of abelian groups,
rings, modules. . . ) such that p ◦ σ = id. Any such morphism is called a splitting
morphism. A morphism of sheaves of abelian groups τ : S → R such that τ ◦ι = id
is called a left splitting morphism.

The following facts are well known, and easy to prove:

Lemma 2.1. Let

(2.1) O →R ι
--------------------------→ S p

----------------------------------------→T → O

be an exact sequence of sheaves of abelian groups over a variety S. Then:
(i) the sequence (2.1) splits if and only if there exists a left splitting morphism
τ : S → R;

(ii) if (2.1) splits, for any splitting morphism σ : T → S there exists a unique left
splitting morphism τ : S → R such that τ ◦ σ = O and

ι ◦ τ + σ ◦ p = id;

(iii) if (2.1) splits, then there is a 1-to-1 correspondence between splitting morphisms
and elements of H0(S,Hom(T ,R)). More precisely, if σ0 : T → S is a split-
ting morphism, all the other splitting morphisms are of the form σ0 − ι ◦ ϕ
with ϕ ∈ H0(S,Hom(T ,R)), while if τ0 : T → S is a left splitting mor-
phism, all others left splitting morphisms are of the form τ0 + ϕ ◦ p with
ϕ ∈ H0(S,Hom(T ,R)).

Following Grothendieck and Atiyah, we can give a useful cohomological char-
acterization of splitting for sequences of locally free OS-modules. Let

(2.2) O → E′ → E → E′′ → O

be an exact sequence of sheaves of locally free OS-modules. Applying the functor
Hom(E′′, ·) to this sequence we get the exact sequence

(2.3) O →Hom(E′′,E′)→Hom(E′′,E)→Hom(E′′,E′′)→ O.

Let δ : H0(S,Hom(E′′,E′′)) → H1(S,Hom(E′′,E′)) be the connecting homo-
morphism in the long exact cohomology sequence of (2.3). Then we can associate
to the exact sequence (2.2) the cohomology class

δ(idE′′) ∈ H1(S,Hom(E′′,E′)).
We get a 1-to-1 correspondence between the group H1(S,Hom(E′′,E′)) and

isomorphism classes of exact sequences of locally freeOS-modules starting with E′
and ending with E′′. Indeed, we have (see [4], Proposition 1.2):
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Proposition 2.2. Let S be a complex manifold. Then two exact sequences of
locally free OS-modules are isomorphic if and only if they correspond to the same coho-
mology class. In particular, an exact sequence (2.2) of locally free OS-modules splits if
and only if it corresponds to the zero cohomology class.

Let us now introduce the sheaves (and sequences of sheaves) we are interested
in. LetM be a complex manifold of dimension n, and let S be a reduced, globally
irreducible subvariety of M of codimension m ≥ 1. We denote: by OM the sheaf
of germs of holomorphic functions on M; by IS the subsheaf of OM of germs
vanishing on S; and by OS the quotient sheaf OM/IS of germs of holomorphic
functions on S. Furthermore, let TM denote the sheaf of germs of holomorphic
sections of the holomorphic tangent bundle TM ofM, and ΩM the sheaf of germs
of holomorphic 1-forms onM. Finally, we shall denote by TM,S the sheaf of germs
of holomorphic sections along S of the restriction TM|S of TM to S, and by ΩM,S
the sheaf of germs of holomorphic sections along S of T∗M|S . It is easy to check
that TM,S = TM ⊗OMOS and ΩM,S = ΩM ⊗OMOS .

For k ≥ 1 we shall denote by f , [f ]k the canonical projection of OM
onto OM/IkS . The cotangent sheaf ΩS of S is defined by

ΩS = ΩM,S/d2(IS/I2
S),

where d2 : OM/I2
S → ΩM,S is given by d2[f ]2 = df ⊗ [1]1. In particular, we have

the conormal sequence of sheaves of OS-modules associated to S:

IS/I2
S

d2----------------------------------------------------------→ ΩM,S p
----------------------------------------→ ΩS → O.

Applying the functor HomOS (·,OS) to the conormal sequence we get the normal
sequence of sheaves of OS-modules associated to S:

O → TS ↪-→ TM,S p2----------------------------------------------------------→NS,

where TS = HomOS (ΩS ,OS) is the tangent sheaf of S, p2 is the morphism dual
to d2, andNS =HomOS (IS/I2

S ,OS) is the normal sheaf of S.
As mentioned in the introduction, to get index theorems in the transversal

case we shall need hypotheses on the embedding of S into M. The first such
hypothesis is:

Definition 2.3. Let S be a reduced, globally irreducible subvariety of a com-
plex manifoldM. We say that S splits intoM if there exists a morphism of sheaves
of OS-modules σ : ΩS → ΩM,S such that p ◦ σ = id, where p : ΩM,S → ΩS is the
canonical projection.

Remark 2.4. It is not difficult to prove that if S splits intoM then it is neces-
sarily non-singular, and the morphism d2 : IS/I2

S → ΩM,S is injective. In particu-
lar, when S splits into M the sequence

(2.4) O → IS/I2
S

d2----------------------------------------------------------→ΩM,S p
----------------------------------------→ΩS → O
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is a splitting exact sequence of locally free OS-modules, and we also have a left
splitting morphism τ : ΩM,S → IS/I2

S .

We shall now describe several equivalent characterizations of splitting subva-
rieties. In doing so, we shall introduce notations and terminologies that shall be
useful in the rest of the paper.

Definition 2.5. Let S be a reduced, globally irreducible subvariety of a com-
plex manifold M. For any k ≥ 1 let θk : OM/Ik+1

S → OM/IS be the canonical
projection given by θk([f ]k+1) = [f ]1. The k-th infinitesimal neighbourhood of
S in M is the ringed space S(k) = (S,OM/Ik+1

S ) together with the canonical in-
clusion of ringed spaces ιk : S = S(0) → S(k) given by ιk = (idS , θk). We also
put OS(k) = OM/Ik+1

S . A k-th order lifting is a splitting morphism ρ : OS → OS(k)
for the exact sequence of sheaves of rings

O → IS/Ik+1
S ↪-→ OS(k) θk----------------------------------------------------------→OS → O.

Definition 2.6. Let O and R be sheaves of rings, θ : R → O a morphism of
sheaves of rings, and M a sheaf of O-modules. A θ-derivation of R in M is a
morphism of sheaves of abelian groups D : R→M such that

D(r1r2) = θ(r1) ·D(r2)+ θ(r2) ·D(r1)

for any r1, r2 ∈ R. In other words,D is a derivation with respect to theR-module
structure induced via restriction of scalars by θ.

We can now give a first list of conditions equivalent to splitting (see [17], p.
373, [25], Lemma 1.1, and [15], Proposition 16.12 for proofs):

Proposition 2.7. Let S be a reduced, globally irreducible subvariety of a complex
manifold M. Then there is a 1-to-1 correspondence among the following classes of
morphisms:

(a) morphisms σ : ΩS → ΩM,S of sheaves of OS-modules such that p ◦ σ = id;
(b) morphisms τ : ΩM,S → IS/I2

S of sheaves of OS-modules such that τ ◦ d2 = id;
(c) θ1-derivations ρ̃ : OS(1) → IS/I2

S such that ρ̃ ◦ i1 = id, where i1 : IS/I2
S ↩

OS(1) is the canonical inclusion;
(d) morphisms ρ : OS → OM/I2

S of sheaves of rings such that θ1 ◦ ρ = id.
In particular, S splits into M if and only if it has a first order lifting. Finally, if any
(and hence all) of the classes (a)–(d) is not empty, then it is in 1-to-1 correspondence
with the following classes of morphisms:

(e) morphisms τ∗ : NS → TM,S of sheaves of OS-modules such that p2 ◦ τ∗ = id;
(f ) morphisms σ∗ : TM,S → TS of sheaves of OS-modules such that ι ◦ σ∗ = id,

where ι : TS → TM,S is the canonical inclusion.
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We have already noticed (Remark 2.4) that a splitting subvariety is necessarily
non-singular; therefore we can use differential geometric techniques to get another
couple of characterizations of splitting submanifolds.

Definition 2.8. Let S be a (not necessarily closed) complex submanifold
of codimension m ≥ 1 in a complex manifold M of dimension n ≥ 2, and
let (Uα, zα) be a chart of M. We shall systematically write zα = (z1

α, . . . , znα) =
(z′α, z′′α), with z′α = (z1

α, . . . , zmα ) and z′′α = (zm+1
α , . . . , znα). We shall say that

(Uα, zα) is adapted to S if either Uα ∩ S = ∅ or

Uα ∩ S = {z1
α = · · · = zmα = 0}.

In particular, if (Uα, zα) is adapted to S then {z1
α, . . . , zmα } is a set of generators

of IS,x for all x ∈ Uα ∩ S. An atlas U = {(Uα, zα)} of M is adapted to S if all its
charts are; then US = {(Uα ∩ S, z′′α) | Uα ∩ S 6= ∅} is an atlas for S. The normal
bundle NS of S in M is the quotient bundle TM|S/TS; its dual is the conormal
bundle N∗S . If (Uα, zα) is a chart adapted to S, for r = 1, . . . ,m we shall denote
by ∂r,α the projection of ∂/∂zrα|Uα∩S in NS , and by ωrα the local section of N∗S
induced by dzrα|Uα∩S . Then {∂1,α, . . . , ∂m,α} and {ω1

α, . . . ,ωmα } are local frames
over Uα ∩ S for NS and N∗S respectively, dual to each other.

Remark 2.9. From now on, every chart and atlas we consider on M will be
adapted to S. We shall use Einstein convention on the sum over repeated indices.
Indices like j, h, k will run from 1 to n; indices like r , s, t, u, v will run from 1
tom; and indices like p, q will run fromm+ 1 to n.

Remark 2.10. If (Uα, zα) and (Uβ, zβ) are two adapted charts with
Uα ∩ Uβ ∩ S 6= ∅, then it is easy to check that

∂zrβ
∂zpα

∣∣∣∣∣
S
≡ O

for all r = 1, . . . ,m and p =m+ 1, . . . , n.

Then computing the cohomology class associated to the conormal sequence (2.4)
and recalling Proposition 2.2 we get:

Proposition 2.11. Let S be a complex submanifold of codimensionm of a com-
plex manifold M, and let U = {(Uα, zα)} be an adapted atlas. Then the cohomology
class s ∈ H1(S,Hom(ΩS ,N∗

S )
)

associated to the conormal exact sequence of S is
represented by the 1-cocycle {sβα} ∈ H1(US,Hom(ΩS ,N∗

S )
)

given by

sβα = −
∂zrβ
∂zsα

∂zpα
∂zrβ

∣∣∣∣∣
S
ωsα ⊗

∂
∂zpα

∈ H0(Uα ∩Uβ ∩ S,N∗
S ⊗ TS).

In particular, S splits into M if and only if s = O.



3006 M. ABATE, F. BRACCI, F. TOVENA

We can rewrite this characterization in a more useful form using the notion of
splitting atlas, originally introduced in [2].

Definition 2.12. Let U = {(Uα, zα)} be an adapted atlas for a complex sub-
manifold S of codimensionm ≥ 1 of a complex n-dimensional manifold M. We
say that U is a splitting atlas if

∂zpβ
∂zrα

∣∣∣∣∣∣
S

≡ O

for all r = 1, . . . ,m, p =m+1, . . . , n and indices α, β so that Uα∩Uβ∩S 6= ∅.

Definition 2.13. Let U = {(Uα, zα)} be an atlas adapted to S. If ρ : OS →
OS(1) is a first order lifting for S, we say U is adapted to ρ if

(2.5) ρ([f ]1) = [f ]2 −
[
∂f
∂zrα

zrα
]

2

for all f ∈ O(Uα) and all indices α such that Uα ∩ S 6= ∅.

Remark 2.14. In [3] it is shown that U is adapted to ρ if and only if

ρ(g)(zα) = gα(O′, z′′α)+ I2
S

for all g ∈ O(Uα ∩ S) and all indices α such that Uα ∩ S 6= ∅, where we are
assuming (without loss of generality) that zα ∈ Uα implies (O′, z′′α) ∈ Uα ∩ S.

Proposition 2.15. Let S be a complex submanifold of codimensionm ≥ 1 of an
n-dimensional complex manifold M. Then:

(i) S splits into M if and only if there exists a splitting atlas for S in M;
(ii) an atlas adapted to S is splitting if and only if it is adapted to a first order lifting;

(iii) if S splits into M, then for any first order lifting there exists an atlas adapted to
it.

Proof. (i) By Propositions 2.2 and 2.11, the existence of a splitting atlas clearly
implies that S splits into M. Conversely, assume that S splits into M. Then
by Propositions 2.2 and 2.11 we can find an adapted atlas U and a 0-cochain
c = {cα} ∈ H0(US ,N∗

S ⊗ TS) such that sβα = cβ − cα on Uα ∩ Uβ ∩ S, that is

(2.6) − ∂z
r
α

∂zsβ

∂zqβ
∂zrα

∣∣∣∣∣∣
S

= (cα)pr
∂zrα
∂zsβ

∂zqβ
∂zpα

∣∣∣∣∣∣
S

− (cβ)qs

on Uα∩Uβ∩S for all s = 1, . . . ,m and p =m+1, . . . , n, where we have written

cα = (cα)ps ωsα ⊗
∂
∂zpα

.
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Then using (2.6) it is easy to check that the coordinates

(2.7)


ẑsα = zsα,

ẑpα = zpα − (cα)pr zrα,

restricted to suitable open subsets Ûα ⊆ Uα, give a splitting atlas Û = {(Ûα, ẑα)}.
(ii) Let U = {(Uα, zα)} be an atlas adapted to S. Setting

ρα([f ]1) = [f ]2 −
[
∂f
∂zrα

zrα
]

2

we define local first order liftings ρα : OS|Uα∩S → OS(1)|Uα∩S ; we claim that in
this way we get a global first order lifting ρ if and only if U is a splitting atlas
(necessarily adapted to ρ). But indeed

ρβ([f ]1)− ρα([f ]1) =
[
∂f
∂zrα

zrα
]

2
−
[
∂f
∂zsβ

zsβ

]
2

=
[
∂f
∂zsβ

(
∂zsβ
∂zrα

zrα − zsβ
)]

2

+
 ∂f
∂zpβ

∂zpβ
∂zrα

zrα


2

=
 ∂f
∂zpβ

∂zpβ
∂zrα

zrα


2

,

and so ρα ≡ ρβ on Uα∩Uβ∩S for all α and β if and only if U is a splitting atlas.
(iii) Let U = {(Uα, zα)} be a splitting atlas, adapted to the first order lifting ρ0,

and choose another first order lifting ρ. Lemma 2.1.(ii) implies that ρ = ρ0−ι◦ϕ
for a suitable ϕ ∈ H0(S,Hom(OS , IS/I2

S)
)
, and it is easy to check that ϕ is a

derivation. Therefore there is a 0-cocycle c = {cα} ∈ H0(US ,N∗
S ⊗ TS) such that

ρ(g) = ρ0(g)− (cα)pr
[
∂g
∂zpα

zrα

]
2

for all g ∈ OS|Uα∩S . Then defining new coordinates as in (2.7) we still get a
splitting atlas, easily seen adapted to ρ. ❐

Remark 2.16. Given a first order lifting ρ : OS → OS(1), let ρ̃, τ∗ and σ∗
be the morphisms associated to ρ by Proposition 2.7, and let U = {(Uα, zα)} be
an atlas adapted to S. Then it is easy to check that the following assertions are
equivalent:

(i) U is adapted to ρ;
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(ii) for every (Uα, zα) ∈ U with Uα ∩ S 6= ∅ and every f ∈ OM |Uα one has

ρ̃([f ]2) =
[
∂f
∂zrα

zrα
]

2
;

(iii) for every (Uα, zα) ∈ U with Uα ∩ S 6= ∅ and every r = 1, . . . ,m one has

τ∗(∂r ,α) =
∂
∂zrα

;

(iv) for every (Uα, zα) ∈ U with Uα ∩ S 6= ∅ and every f jα ∂/∂z
j
α ∈ TM,S|Uα∩S

one has

σ∗
(
f jα

∂

∂zjα

)
= fpα ∂

∂zpα
.

Remark 2.17. It is also possible to prove (see, e.g., [3]) that a submanifold S
splits into M if and only if its first infinitesimal neighbourhood S(1) in M is iso-
morphic to the first infinitesimal neighbourhood SN(1) of the zero section in NS .

We end this section with a list of examples of splitting submanifolds.

Example 2.18. A local holomorphic retract always splits into the ambient
manifold (and thus it is necessarily non-singular). In particular, the zero section of
a vector bundle always splits, as well as any slice S × {x} in a product M = S ×X
(with both S and X non-singular, of course).

Example 2.19. If S is a Stein submanifold of a complex manifoldM (e.g., if S
is an open Riemann surface), then S splits into M. Indeed, we have
H1(S, TS⊗N∗

S ) = (O) by Cartan’s Theorem B, and the assertion follows from
Proposition 2.11. In particular, if S is a singular curve in M then the non-singular
part of S always splits into M.

Example 2.20. Let M̃ be the blow-up of a point in a complex manifold M.
Then the exceptional divisor splits into M̃ : indeed, it is easy to check that the atlas
of M̃ induced by the atlas of M is splitting.

Example 2.21. A smooth closed irreducible subvariety of Pn splits into Pn if
and only if it is a linear subspace (see [29], [25], [24]).

Example 2.22. Let S be a non-singular, compact, irreducible curve of genus g
on a surface M. If S · S < 4 − 4g then S splits into M. In fact, the Serre duality
for Riemann surfaces implies that

H1(S,Hom(ΩS ,N∗
S )
) � H0(S, ΩS⊗ΩS⊗NS),

and the latter group vanishes because the line bundle T∗S ⊗ T∗S ⊗ NS has
negative degree by assumption. The bound S · S < 4 − 4g is sharp: for in-
stance, a non-singular compact projective plane conic S has genus g = 0 and
self-intersection S · S = 4, but it does not split in the projective plane (see Exam-
ple 2.21).
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3. COMFORTABLY EMBEDDED SUBMANIFOLDS

In this section we introduce two other, more stringent, conditions on the em-
bedding of S into M. From the definitions it will be clear that they are just the
beginning of two infinite lists of progressively more restrictive conditions; we shall
however limit ourselves to present only the properties we need in this paper, refer-
ring to [3] for a more complete discussion.

We start with a natural generalization of splitting:

Definition 3.1. Let S be a submanifold of a complex manifold M. We say
that S 2-splits into M if there exists a second order lifting ρ : OS → OS(3) or, in
other words, if the exact sequence

O → IS/I3
S ↪-→ OS(2)

θ2-------------------------------------------------------→ OS → O

splits as sequence of sheaves of rings. Notice that a 2-splitting submanifold is
necessarily splitting.

We have the following analogue of Proposition 2.15:

Proposition 3.2. Let S be an m-codimensional submanifold of a complex
manifold M of dimension n. Then S 2-splits into M if and only if there is an at-
las U = {(Uα, zα)} adapted to S such that

(3.1)
∂zpβ
∂zrα

∈ I2
S

for all r = 1, . . . ,m, p =m+ 1, . . . , n and indices α, β so that Uα ∩Uβ ∩ S 6= ∅.

Proof. Let us first assume that we have an atlas U = {(Uα, zα)} adapted to S
and such that (3.1) holds. Let us then define ρα : OS|Uα → OS(3)|Uα by

(3.2) ρα([f ]1) = [f ]3 −
[
∂f
∂zrα

zrα
]

3
+ 1

2

[
∂2f

∂zr1
α ∂z

r2
α
zr1
α zr2

α

]
3

for all f ∈ O(Uα). It is easy to check that the right-hand side depends only
on [f ]1, and that ρα is a ring morphism such that θ2 ◦ ρ = id. So to prove that
S 2-splits into M it suffices to show that ρα does not depend on α. But indeed,
since we have

(3.3) [zsβ]3 =
[
∂zsβ
∂zrα

zrα −
1
2
∂2zsβ

∂zr1
α ∂z

r2
α
zr1
α z

r2
α

]
3
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for all s = 1, . . . ,m, we find

ρβ([f ]1)− ρα([f ]1)(3.4)

=
[
∂f
∂zrα

zrα
]

3
− 1

2

[
∂2f

∂zr1
α ∂zr2

α
zr1
α z

r2
α

]
3
−
[
∂f
∂zsβ

zsβ

]
3

+ 1
2

[
∂2f

∂zs1β ∂z
s2
β
zs1β z

s2
β

]
3

=
[
∂f
∂zsβ

(
∂zsβ
∂zrα

zrα − zsβ −
1
2
∂2zsβ

∂zr1
α ∂zr2

α
zr1
α z

r2
α

)]
3

− 1
2

[
∂2f

∂zs1β ∂z
s2
β

(
∂zs1β
∂zr1
α

∂zs2β
∂zr2
α
zr1
α zr2

α − zs1β zs2β
)]

3

+
 ∂f
∂zpβ

∂zpβ
∂zrα

zrα


3

−
 ∂2f
∂zsβ∂z

p
β

∂zsβ
∂zr1
α

∂zpβ
∂zr2
α
zr1
α z

r2
α


3

− 1
2

 ∂2f
∂zp1
β ∂z

p2
β

∂zp1
β

∂zr1
α

∂zp2
β

∂zr2
α
zr1
α zr2

α


3

= 0,

because of (3.3) and (3.1).
Conversely, let us assume that we have a second order lifting ρ : OS → OS(3);

we must build an atlas adapted to S such that (3.1) holds.
If θ2,1 : OS(2) → OS(1) is the canonical projection, then ρ1 = θ2,1 ◦ ρ is a first

order lifting; let U = {(Uα, zα)} be a splitting atlas adapted to ρ1. Define then
local second order liftings ρα as in (3.2), and set σα = ρ − ρα. Now

θ2,1 ◦ σα = ρ1 − θ2,1 ◦ ρα ≡ O,

because the atlas is adapted to ρ1; therefore the image of σα is contained in I2
S/I3

S ,
which is an OS-module. Furthermore, σα is a derivation; therefore we can find
(sα)

p
r1r2 ∈ O(Uα ∩ S), symmetric in the lower indices, such that

σα = (sα)pr1r2[zr1
α z

r2
α ]3 ⊗

∂
∂zpα

.

Now, since we are using a splitting atlas, the computations in (3.4) yield∂zpβ
∂zrα

zrα


3

⊗ ∂
∂zpβ

= ρβ − ρα = σα − σβ(3.5)

=
∂zpβ
∂zqα

(sα)
q
r1r2 − (sβ)ps1s2

∂zs1β
∂zr1
α

∂zs1β
∂zr1
α

zr1
α z

r2
α


3

⊗ ∂
∂zpβ

.
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Furthermore, always because we are using a splitting atlas, we can write zpβ =
φβα(z′′α)+ (hβα)pr1r2z

r1
α zr2

α with (hβα)
p
r1r2 ∈ O(Uα∩Uβ) symmetric in the lower

indices. Putting this in (3.5) we get

2(hβα)
p
r1r2 −

∂zpβ
∂zqα

(sα)
q
r1r2 + (sβ)ps1s2

∂zs1β
∂zr1
α

∂zs1β
∂zr1
α
∈ IS

and hence

(3.6)

∂zpβ
∂zrα

−
∂zpβ
∂zqα

(sα)
q
r1r zr1

α + (sβ)ps1s2zs1β
∂zs2β
∂zrα


2

= 0.

Let us then consider the change of coordinates
ẑrα = zrα,

ẑpα = zpα + 1
2(sα)

p
r1r2(z′′α)z

r1
α z

r2
α ,

defined in suitable open sets Ûα ⊆ Uα; using (3.6) it is easy to check that {(Ûα, ẑα)}
is the atlas we are looking for. ❐

Definition 3.3. An atlas adapted to S satisfying (3.1) will be said 2-splitting.

Remark 3.4. There is a cohomological characterization of splitting subman-
ifolds which are 2-splitting. Indeed, assume that S splits into M, and let U =
{(Uα, zα)} be a splitting atlas. If we define local second order liftings {ρα} as
in (3.2), the computations made in the proof of the previous proposition show
that setting ρβα = ρβ − ρα the cocycle {ρβα} defines a cohomology class

g ∈ H1(S, I2
S/I3

S ⊗ TS),

and it is easy to check that S 2-splits if and only if this cohomology class vanishes.

It turns out that for our aims it will be much more useful a different, though
related, condition on the embedding of S into M.

Let S be a splitting submanifold of codimensionm of a complex manifoldM,
and let ρ : OS → OS(1) be a first order lifting. The sheaf IS/I3

S has a natural
structure of OS(1)-module; by restriction of scalars via ρ, we get a structure of
OS-module, and it is easy to check that with this structure the sequence

(3.7) O → I2
S/I3

S ↪-→ IS/I3
S

θ2,1
---------------------------------------------------------------------------------→ IS/I2

S → O

becomes an exact sequence of locally free OS-modules. In particular, it is clear that
if {(Uα, zα)} is an atlas adapted to ρ then {[zrα]3, [zr1

α zr2
α ]3} is a free set of local

generators of IS/I3
S over OS .
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Remark 3.5. The cohomology class h ∈ H1(S, I2
S/I3

S ⊗ NS
)

associated to
the sequence (3.7) by the procedure described at the beginning of the previous
section is represented by the cocycle {hβα} given by

hβα =
1
2

[
∂zs1β
∂zr1
α

∂zs2β
∂zr2
α

∂2zrα
∂zs1β ∂z

s2
β

]
1

[zr1
α z

r2
α ]3 ⊗ ∂r,α,

where {(Uα, zα)} is a splitting atlas associated to the first order lifting ρ.

We are thus led to the following

Definition 3.6. Let S be a (not necessarily closed) submanifold of a complex
manifold M. We say that S is comfortably embedded in M if there exists a first
order lifting ρ : OS → OS(1) such that the sequence (3.7) splits as sequence of
OS-modules. We shall sometimes say that S is comfortably embedded with respect
to ρ.

We can characterize comfortably embedded submanifolds using adapted at-
lases, recovering in particular the original definition of comfortably embedded
submanifolds introduced in [2]:

Proposition 3.7. Let S be anm-codimensional submanifold of a complex man-
ifold M of dimension n. Then S is comfortably embedded into M if and only if there
exists an atlas U = {(Uα, zα)} adapted to S such that

(3.8)
∂zpβ
∂zrα

∈ IS and
∂2zrβ
∂zs1α ∂zs2α

∈ IS

for all r , s1, s2 = 1, . . . ,m, p =m+1, . . . , n and indices α, β such that Uα∩Uβ∩
S 6= ∅.

Proof. If we have an atlas satisfying (3.8) then, by Proposition 2.15, S splits
into M, and U is adapted to a first order lifting ρ. Furthermore, Proposition 2.2
and Remark 3.5 imply that S is comfortably embedded with respect to ρ.

Conversely, assume that S is comfortably embedded with respect to a first or-
der lifting ρ : OS → OS(1), let U = {(Uα, zα)} be a splitting atlas adapted to ρ,
and let ν : IS/I2

S → IS/I3
S be a splitting morphism for the sequence (3.7). For

every index α such that Uα ∩ S 6= ∅ define να : IS/I2
S |Uα → IS/I3

S |Uα by set-
ting να([zrα]2) = [zrα]3 and then extending by OS-linearity. Notice that (2.5)
and (3.3) yield

νβ([zrα]2)− να([zrα]2) = ρ
([
∂zrα
∂zsβ

]
1

)
[zsβ]3 − [zrα]3(3.9)

= −1
2

[
∂2zrα
∂zs1β ∂z

s2
β
zs1β z

s2
β

]
3

.
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Now set σα = ν − να; since θ2,1 ◦ σα ≡ O, it follows that Imσα ⊆ I2
S/I3

S . In
particular, there are (cα)rr1r2

∈ O(Uα ∩ S), symmetric in the lower indices, such
that

σα([zrα]2) = (cα)rr1r2
[zr1
α z

r2
α ]3.

But σα − σβ = νβ − να; therefore (3.9) yields

(3.10) (cβ)ss1s2
∂zs1β
∂zr1
α

∂zs2β
∂zr2
α
−
∂zsβ
∂zrα

(cα)rr1r2
+ 1

2
∂2zsβ

∂zr1
α ∂zr2

α
∈ IS.

We can finally define new coordinates ẑα by setting


ẑrα = zrα + (cα)rr1r2

zr1
α z

r2
α ,

ẑpα = zpα,

on suitable open subsets Ûα ⊆ Uα. It is easy to check that Û = {(Ûα, ẑα)} still is
a splitting atlas adapted to ρ. Moreover,

∂2ẑsβ
∂ẑr1
α ẑr2

α
=

∂2zsβ
∂zr1
α ∂zr2

α
+ 2

(
(cβ)ss1s2

∂zs1β
∂zr1
α

∂zs2β
∂zr2
α
−
∂zsβ
∂zrα

(cα)rr1r2

)
,

and (3.10) concludes the proof. ❐

Definition 3.8. An atlas satisfying (3.8) will be said a comfortable atlas.

We end this section with a last definition and some examples.

Definition 3.9. Let S be a complex submanifold of a complex manifold M.
We shall say that S is 2-linearizable if it is 2-splitting and comfortably embedded
(with respect to the first order lifting induced by the 2-splitting).

Remark 3.10. In [3] we prove that S is 2-linearizable if and only if its second
infinitesimal neighbourhood S(2) in M is isomorphic to the second infinitesimal
neighbourhood SN(2) of the zero section in NS ; compare with Remark 2.17.

Example 3.11. The zero section of a vector bundle is always 2-linearizable in
the total space of the bundle.

Example 3.12. A local holomorphic retract is always 2-split in the ambient
manifold. Indeed, if p : U → S is a local holomorphic retraction, then a second
order lifting ρ : OS → OS(2) is given by ρ(f) = [f ◦ p]3.

Example 3.13. Let M̃ be the blow-up of a submanifold X in a complex man-
ifold M. Then the exceptional divisor E ⊂ M̃ is 2-linearizable in M̃.
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Example 3.14. If S is a Stein submanifold of a complex manifold M (e.g., if
S is an open Riemann surface), then S is 2-linearizable in M. Indeed, by Cartan’s
Theorem B the first cohomology group of S with coefficients in any coherent sheaf
vanishes, and the assertion follows from Proposition 2.2 and Remarks 3.4 and 3.5.
In particular, if S is a singular curve inM then the non-singular part of S is always
comfortably embedded in M.

Example 3.15. Let S be a non-singular, compact, irreducible curve of genus g
in a surface M. The Serre duality for Riemann surfaces implies that

H1(S, I2
S/I3

S ⊗ TS
) � H0(S, ΩS ⊗ ΩS ⊗N⊗

2
S

)
.

Therefore if 2(S · S) < 4− 4g, then H1(S, I2
S/I3

S⊗TS
) = (O). Analogously, we

have
H1(S, I2

S/I3
S ⊗ NS) � H0(S, ΩS ⊗NS),

and so S · S < 2 − 2g implies H1(S, I2
S/I3

S⊗NS) = (O). It follows that if g ≥ 1
and S · S < 4− 4g, or g = 0 and S · S < 2, then S is 2-linearizable.

4. PARTIAL CONNECTIONS

As explained in the introduction, to get index theorems we need partial holomor-
phic connections. Atiyah in [4] showed that a complex vector bundle admits a
holomorphic connection if and only if a particular exact sequence of locally free
sheaves splits. In this section we shall adapt Atiyah’s construction to the case of
partial holomorphic connections; in the next section we shall describe a more con-
crete realization of Atiyah’s exact sequence that will allow us to explicitely construct
splitting morphisms (the morphisms ψ of the introduction).

Remark 4.1. From now on, we shall denote the locally free sheaf of germs of
holomorphic sections of a vector bundle (e.g., E) by the corresponding calligraphic
letter (e.g., E).

Let us start briefly recalling Atiyah’s construction [4]. Let E be a complex vec-
tor bundle of rank d over a complex manifold S; we shall denote by PE the prin-
cipal bundle associated to E, with structure group GL(d). The group GL(d) acts
on the tangent vector bundle TP of the total space of PE, and the quotient AE =
TP/GL(d) can be identified with the vector bundle on S of rank d2+dimS com-
posed by the fields of tangent vectors to PE defined along one of its fibers and
invariant under the action of GL(d). Since the action of GL(d) on PE preserves
the fibers of the canonical projection π0 : PE → S, the differential of π0 defines a
vector bundle morphism, still denoted byπ0, fromAE onto TS. Atiyah has shown
([4], Theorem 1 and Proposition 9) that there is a canonical exact sequence

(4.1) O →Hom(E,E) →AE
π0-------------------------------------------------------------→TS → O,
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of locally free OS-modules, where Hom(E,E) is canonically identified with the
sheaf of germs of holomorphic sections of the quotient, under the action ofGL(d),
of the sub-bundle of TP formed by vectors tangential to the fibres of PE. Further-
more, this sequence splits if and only if there is a holomorphic connection on E
([4], Theorem 2). See also [16], where part of this theory is extended to subvari-
eties S having normal crossing singularities.

Remark 4.2. Atiyah ([4, pp. 190 and 195] also computed the cohomology
class associated to the sequence (4.1). In particular, if E is the normal bundle NS
of a submanifold S of a complex manifold M and {(Uα, zα)} is an atlas adapted
to S, then the cohomology class is represented by the cocycle {gαβ} where

(4.2) gαβ =
∂ztβ
∂zsα

∂2zrα
∂zpβ∂z

t
β

∣∣∣∣∣∣
S

dzpβ ⊗ωsα ⊗ ∂r,α.

It is easy to adapt Atiyah’s construction to the case of partial holomorphic
connections.

Definition 4.3. Let F be a sub-bundle of the tangent bundle TS of a complex
manifold S. A partial holomorphic connection along F on a complex vector bundle E
on S is a C-linear morphism ∇ : E → F∗ ⊗ E such that

∇(gs) = dg|F ⊗ s + g∇s

for all g ∈ OS and s ∈ E.

If F is a sub-bundle of TS, we can consider the restriction to F of the se-
quence (4.1)

(4.3) O → Hom(E,E) →AE,F
π0-------------------------------------------------------------→ F → O,

whereAE,F = π−1
0 (F). Then arguing as in [4] it is easy to prove the following

Proposition 4.4. Let F be a sub-bundle of the tangent bundle TS of a complex
manifold S, and let E be a complex vector bundle over S. Then there is a partial
holomorphic connection on E along F if and only if the sequence (4.3) splits, that is if
and only if there is an OS-morphism ψ0 : F →AE such that π0 ◦ψ0 = id.

In the next section we shall give a more concrete realization of the sheaf AE
when E is the normal bundle of a submanifold S into a manifold M, allowing
us to present an alternative explicit description of the partial holomorphic con-
nection given by a splitting of the sequence (4.3), and later on to build the mor-
phismsψ0 : F →AE. But we conclude this section with a few general definitions,
useful to put in the right perspective what we are going to do.
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Definition 4.5. Let E and F be locally free sheaves of OS-modules over a
complex manifold S. Given a section X ∈ H0(S,TS ⊗ F∗), a holomorphic X-
connection on E (also called a holomorphic action of F on E along X) is a C-linear
map X̃ : E → F∗ ⊗ E such that

X̃(gs) = X∗(dg) ⊗ s + gX̃(s)

for all g ∈ OS and s ∈ E, where X∗ : ΩS → F∗ is the dual map of X. We shall
often write X̃v(s) instead of X̃(s)(v), for s ∈ E and v ∈ F , where as usual
we have identified F∗ ⊗ E with Hom(F ,E). Clearly, if F is an OS-submodule
of TS and X is the inclusion, then X̃ is just a partial holomorphic connection on E
along F .

Remark 4.6. Let E,F be locally free OS-modules and X : F → TS be an OS-
morphism. The sheaf of first jets J1

XE of E along X is the sheaf of abelian groups
(F∗ ⊗ E)⊕E, with the structure of OS-module given as follows: for f ∈ OS and
(ω ⊗ e)⊕ e′ ∈ J1

XE we define

f(ω ⊗ e)⊕ e′ = (X∗(df) ⊗ e′ +ω ⊗ fe)⊕ fe′.

The natural projection J1
XE → E given by (ω ⊗ e) ⊕ e′ → e′ is a surjective

OS-morphism whose kernel is F∗ ⊗ E. Thus we obtain the exact sequence

(4.4) O → F∗ ⊗ E → J1
XE → E → O.

Notice that J1
XE is locally OS-free and the sequence (4.4) is functorial on E. It

is easy to see that this sequence splits if and only if there is a holomorphic X-
connection on E. If we denote by cX(E) ∈ H1(S,F∗ ⊗ Hom(E,E)) the class
associated to the sequence (4.4), and by ĉ(E) ∈ H1(S,ΩS ⊗ Hom(E,E)) the
class associated to the same sequence when F = TS and X is the identity, then it
is not difficult to see that

cX(E) = (X∗ ⊗ id)∗ĉ(E).

Furthermore, Atiyah ([4], Theorem 5) has shown that ĉ(E) is the opposite of the
cohomology class associated to the sequence (4.1).

We shall need a notion of flatness for a holomorphic X-connection. To state
it in full generality, we need a new definition and a lemma.

Definition 4.7. Let F be a sheaf of OS-modules over a complex manifold S,
equipped with an OS-morphism X : F → TS . We say that F is a Lie algebroid of
anchor X if there is a C-bilinear map {· , · } : F ⊕F → F such that

(a) {v,u} = −{u,v};
(b) {u, {v,w}} + {v, {w,u}} + {w, {u,v}} = O;
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(c) {g ·u,v} = g · {u,v} −X(v)(g) ·u for all g ∈ OS and u, v ∈ F .

Example 4.8. Assume that X : F → TS is injective, and that X(F) is an
involutive subsheaf of TS (we recall that a subsheaf F of TS is involutive if it
is locally OS-free and, for each x ∈ S, the fiber Fx is closed under the bracket
operation for vector fields). Then we can easily provide F with a Lie algebroid
structure of anchor X by setting

{u,v} = X−1([X(u),X(v)]).

In particular in this case we have X({u,v}) = [X(u),X(v)].
We refer to [23] and references therein for the general theory of Lie algebroids;

here we shall use the definition only.
Let F be a Lie algebroid of anchor X over a complex manifold S, and assume

we also have a holomorphic X-connection X̃ : E → F∗ ⊗ E over a locally free
OS-module E. Then it is easy to see that setting

(4.5) Ruvs = X̃u ◦ X̃v(s)− X̃v ◦ X̃u(s)− X̃{u,v}(s)

we define a C-linear map R : E → ∧2F∗ ⊗ E such that

(4.6) Ruv(g · s) = g · Ruv(s)+
(
[X(u),X(v)]−X({u,v}))(g) · s

for all g ∈ OS , u, v ∈ F and s ∈ E.

Definition 4.9. Let F be a Lie algebroid of anchor X over a complex man-
ifold S, and X̃ : E → F∗ ⊗ E a holomorphic X-connection over a locally free
OS-module E. The curvature of X̃ (with respect to the given Lie algebroid struc-
ture) is the C-linear map R : E → ∧2F∗ ⊗ E defined in (4.5). We shall say that
X̃ is flat if R ≡ O.

Remark 4.10. Note that if X̃ is flat, then from (4.6) it follows that

[X(u),X(v)] = X({u,v})

for all u, v ∈ F .

Example 4.11. Let X : F → TS be the inclusion of an involutive locally free
OS-submodule F of TS with locally free quotient Q = TS/F and consider the
associated exact sequence

O → F X↪-→ TS φ
---------------------------------------------→ Q → O.

Then we can define a partial holomorphic connection X̃ : Q → F∗ ⊗ Q on Q
along F by setting

X̃u(q) = φ([X(u), q̃]),
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where q̃ is any local section of TS such that φ(q̃) = q. Putting on F the natural
Lie algebroid structure of anchor X given by the bracket of vector fields, it is easy
to check that X̃ is a flat partial holomorphic connection. The existence of this
natural flat partial holomorphic connection is one of the main ingredients in the
proof of Baum-Bott index theorem for singular holomorphic foliations; see [5],
[12], and [28], Chapter III.

5. THE UNIVERSAL PARTIAL CONNECTION ON THE NORMAL SHEAF

In this section we shall describe a concrete incarnation of the sheafAE when E is
the normal bundle of a submanifold S of a complex manifold M.

Definition 5.1. Let S be a (not necessarily closed) complex submanifold of
a manifold M. Set TM,S(1) = TM ⊗OMOS(1); with a slight abuse of notation we
shall denote by θ1 the OM -morphism id ⊗ θ1 : TM,S(1) → TM,S . Let T SM,S(1) be
the OM -submodule of TM,S(1) given by

T SM,S(1) = ker(p2 ◦ θ1) ⊂ TM,S(1),

where p2 : TM,S →NS is the natural projection. Notice that θ1(T SM,S(1)) = TS .
In local adapted coordinates, an element

v = [aj]2
∂
∂zj

∈ TM,S(1)

belongs to T SM,S(1) if and only if [ar ]1 = 0 for r = 1, . . . ,m. In other words,
v ∈ TM,S(1) belongs to T SM,S(1) if and only if when restricted to S it is tangent to
it.

In general, T SM,S(1) is not an OS-module (it is if S splits into M, but we do
not want to assume this yet). However, we can almost define on it a Lie algebroid
structure of anchor θ1.

If v ∈ TM,S and f ∈ OM , then v(f) is a well-defined element of OS .
Analogously, if v ∈ TM,S(1) and f ∈ OM , then v(f) is a well-defined element
of OS(1); on the other hand, if g ∈ OS(1) then v(g) is well defined as an ele-
ment of OS , but not of OS(1). This means that we can define a bracket operation
[· , · ] : TM,S(1) ⊕TM,S(1) → TM,S by setting

[u,v](f ) = u(v(f))− v(u(f)) ∈ OS
for all f ∈ OM . In particular, for every g ∈ OS(1) and u, v ∈ TM,S(1) we have

(5.1) [gu,v] = θ1(g)[u,v]− v(g) · θ1(u).

Remark 5.2. In general, if u, v, w ∈ TM,S(1) then [v,w] ∈ TM,S , and so
[u, [v,w]] is not defined. But we shall see exceptions to this rule.
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Lemma 5.3. Let S be a complex submanifold of a manifold M. Then
(i) every v ∈ T SM,S(1) induces a derivation g , v(g) of OS(1);

(ii) there exists a natural C-bilinear map {· , · } : T SM,S(1)⊕T SM,S(1) → T SM,S(1) such
that
(a) {v,u} = −{u,v},
(b) {u, {v,w}} + {v, {w,u}} + {w, {u,v}} = O,
(c) {gu,v} = g{u,v} − v(g) ·u for all g ∈ OS(1), and
(d) θ1{u,v} = [θ1(u), θ1(v)] = [u,v].

Proof. (i) The relevant fact here is that if we have an adapted chart (U, z) and
germs [f ]2 ∈ OS(1) and [h]2 ∈ IS/I2

S , then we get well-defined elements of OS(1)
by setting

∂[f ]2
∂zp

=
[
∂f
∂zp

]
2

and [h]2
∂[f ]2
∂zr

=
[
h
∂f
∂zr

]
2

for p = m + 1, . . . , n and r = 1, . . . ,m. This implies that if [f ]2 ∈ OS(1) and
v = [aj]2(∂/∂zj) ∈ T SM,S(1) then

v([f ]2) = [ar ]2 ∂[f ]2∂zr
+ [ap]2 ∂[f ]2∂zp

is a well-defined (and independent of the local coordinates) element of OS(1), and
not just of OS , and in this way we clearly get a derivation of OS(1).

(ii) We define {· , · } by setting

{u,v}(g) = u(v(g))− v(u(g)),
for all g ∈ OS(1). It is easy to check (working for instance in local coordinates
adapted to S) that {u,v} ∈ T SM,S(1), and that properties (a)–(d) are satisfied. ❐

It turns out that a quotient of T SM,S(1) has a natural OS-module structure, and
inherites the Lie algebroid structure of anchor θ1. To prove this, we need the
following

Lemma 5.4. Let S be an m-codimensional complex submanifold of a mani-
fold M of dimension n. Then:

(i) u ∈ TM,S(1) is such that p2([u, s]) = O for all s ∈ TM,S(1) if and only if
u ∈ IS · T SM,S(1);

(ii) if u ∈ IS · T SM,S(1) and v ∈ T SM,S(1) then {u,v} ∈ IS · T SM,S(1);
(iii) the quotient sheaf

A= T SM,S(1)/IS · T SM,S(1)
admits a natural structure of OS-locally free sheaf such that θ1 : A → TS is an
OS-morphism.
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Proof. (i) Let us work in local coordinates adapted to S. Writing

u = [aj]2 ∂∂zj and s = [bh]2 ∂
∂zh

∈ TM,S(1) ,

we have
p2([u, s]) =

[
aj
∂br

∂zj
− bj ∂a

r

∂zj

]
1

∂
∂zr

.

Now u ∈ IS · T SM,S(1) if and only if ar ∈ I2
S and ap ∈ IS for r = 1, . . . ,m

and p = m + 1, . . . , n; in particular it is clear that u ∈ IS · T SM,S(1) implies
p2([u, s]) = O for all s ∈ TM,S(1).

Conversely, assume thatu = [aj]2(∂/∂zj) ∈ TM,S(1) is such that p2([u, s]) =
O for all s ∈ TM,S(1). From p2([u, ∂/∂zp]) = O for all p = m + 1, . . . , n
we get that [ar ]1 is a constant αr ∈ C for r = 1, . . . ,m. But then from
p2([u, ∂/∂zs]) = O for all s = 1, . . . ,m we get [ar ]2 = αr for r = 1, . . . ,m.
Now from p2([u, [zs0]2∂/∂zs0]) = O for all s0 = 1, . . . ,m (no sum on s0 here)
we get αr = 0 for r = 1, . . . ,m. Finally, from p2([u, [zp0]2∂/∂z1]) = O
for all p0 = m + 1, . . . , n we get [ap]1 = 0 for all p = m + 1, . . . , n, and
so u ∈ IS · T SM,S(1), as claimed.

(ii) Working again in local coordinates adapted to S, if

u = [aj]2
∂
∂zj

∈ IS · T SM,S(1) and v = [bh]2
∂
∂zh

∈ T SM,S(1) ,

then we have

{u,v} =
[
aj
∂br

∂zj
− bj ∂a

r

∂zj

]
2

∂
∂zr

+
[
aj
∂bp

∂zj
− bj ∂a

p

∂zj

]
2

∂
∂zp

∈ IS · T SM,S(1)

because ar ∈ I2
S and ap, br ∈ IS for all r = 1, . . . ,m and p =m+ 1, . . . , n.

(iii) The sheaf T SM,S(1) is an OS(1)-submodule of TM,S(1) such that (by defi-
nition) g · v ∈ IS · T SM,S(1) for all g ∈ IS/I2

S and v ∈ T SM,S(1). Therefore the
OS(1)-module structure induces a natural OS-module structure on A. It is easy
to check that, in terms of local coordinates adapted to S, the sheaf A is a lo-
cally free OS-module freely generated by π(∂/∂zp) and π

(
[zs]2(∂/∂zr )

)
(with

p =m + 1, . . . , n, and r , s = 1, . . . ,m), where π : T SM,S(1) → A is the quotient
map.

Finally, since IS · T SM,S(1) ⊂ kerθ1, the morphism θ1 defines a map, still
denoted by the same symbol, θ1 : A → TS , and it is clear that θ1 is an OS-
morphism for the structure we just defined. ❐

Definition 5.5. Let S be a complex submanifold of a complex manifold M.
The Atiyah sheaf of S in M is the locally free OS-module

A= T SM,S(1)/IS · T SM,S(1).



Index Theorems for Holomorphic Maps and Foliations 3021

The sheaf A appears also in [26], where it is denoted by N 1
M,C , and in [16],

where it is denoted by T 1
M〈Y 〉 ⊗ OY . We now show that A is isomorphic to the

sheafANS described in the previous section.

Theorem 5.6. Let S be an m-codimensional complex submanifold of a
manifold M of dimension n. Then there is a natural exact sequence of locally free
OS-modules

(5.2) O →Hom(NS ,NS) →A θ1-------------------------------------------------------→ TS → O

which is isomorphic to the sequence (4.1) with E = NS . In particular, the sheaf A
only depends on the normal bundle NS of the embedding of S into M, and NS admits
a holomorphic connection if and only if the sequence (5.2) splits.

Proof. As usual, we work in local coordinates {(Uα, zα)} adapted to S. The
kernel of θ1 is freely generated by the images under the canonical projection
π : T SM,S(1) →A of [zsα]2(∂/∂zrα) for r , s = 1, . . . ,m. Now we have

π
(
[zsα]2

∂
∂zrα

)
= ∂zsα
∂zs1β

∣∣∣∣∣
S

∂zr1
α

∂zrβ

∣∣∣∣∣
S
π
(
[zs1β ]2

∂
∂zr1
β

)
,

and hence the kernel of θ1 is naturally isomorphic to Hom(NS ,NS).
To prove that (5.2) is isomorphic to (4.1), by Proposition 2.2 it suffices to

prove that the cohomology class associated to both sequences is the same.
Define local splittings σα of (5.2) by setting

σα

(
∂
∂zpα

)
= π

(
∂
∂zpα

)

and then extending by OS-linearity. The class of the sequence (5.2) is then repre-
sented by the cocycle given by

(σβ − σα)
 ∂
∂zpβ

 = π
 ∂
∂zpβ

− ∂zqα
∂zpβ

∣∣∣∣∣∣
S

π
(
∂
∂zqα

)

= π
∂zrα
∂zpβ


2

∂
∂zrα

 = π
 ∂2zrα
∂zpβ∂z

t
β
ztβ


2

∂
∂zrα


=
∂ztβ
∂zsα

∂2zrα
∂zpβ∂z

t
β

∣∣∣∣∣∣
S

π
(
[zsα]2

∂
∂zrα

)
,

and our claim follows from (4.2). The last assertion now is an immediate conse-
quence of [4], Theorem 2. ❐
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The main advantage of our A over Atiyah’s ANS is that we have an explicit
way of going from a splitting of the sequence (5.2) to a partial holomorphic con-
nection on NS . Indeed, A comes equipped with both a natural structure of Lie
algebroid of anchor θ1 and a holomorphic θ1-connection on NS :

Proposition 5.7. Let S be a complex submanifold of a complex manifold M.
Then:

(i) the Atiyah sheafA has a natural structure {· , · } of Lie algebroid of anchor θ1
such that

(5.3) θ1{q1, q2} = [θ1(q1), θ1(q2)]

for all q1, q2 ∈ A;
(ii) there is a natural holomorphic θ1-connection X̃ : NS → A∗ ⊗ NS on NS

given by
X̃q(s) = p2([v, s̃])

for all q ∈ A and s ∈ NS , where v ∈ T SM,S(1) and s̃ ∈ TM,S(1) are such that
π(v) = q and p2 ◦ θ1(s̃) = s;

(iii) this holomorphic θ1-connection X̃ is flat.

Proof. (i) Lemmas 5.3 and 5.4.(ii) imply that setting

{q1, q2} = π({v1, v2})

for all q1, q2 ∈ A, where vj ∈ T SM,S(1) is such that qj = π(vj), we get a well-
defined θ1-Lie algebroid structure satisying (5.3).

(ii) Lemma 5.4.(i) implies that ifπ(v) = π(v′) then p2([v, s̃]) = p2([v′, s̃])
for all s̃ ∈ TM,S(1). Analogously, Lemma 5.3.(ii).(d) implies that if p2 ◦ θ1(s̃) =
p2 ◦ θ1(s̃′) then p2([v, s̃]) = p2([v, s̃′]) for all v ∈ T SM,S(1); therefore X̃q(s) is
a well-defined element ofNS .

Now, (5.1) yields

X̃[f]1·q(s) = p2
([
[f ]2v, s̃

]) = p2
(
[f ]1[v, s̃]− s̃([f ]2) ·θ1(v)

) = [f ]1 · X̃q(v)
because v ∈ ker(p2 ◦ θ1), and so X̃(s) ∈A∗ ⊗ NS , as claimed. Finally,

X̃q([f ]1 · s) = p2
([
v, [f ]2s̃

]) = p2
(
[f ]1[v, s̃]+ v([f ]2) · θ1(s̃)

)
= [f ]1 · X̃q(v)+ θ1(q)([f ]1) · s,

because [
v([f ]2)

]
1 = θ1(v)([f ]1) = θ1

(
π(v)

)
([f ]1)

for all [f ]2 ∈ OS(1) and v ∈ T SM,S(1), and thus X̃ is a holomorphic θ1-connection.
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(iii) We must prove that

(5.4)
[
v1,^[v2, s̃]

]+ [v2,^[s̃, v1]
]+ [s̃, {v1, v2}] ∈ TS

for all v1, v2 ∈ T SM,S(1) and s̃ ∈ TM,S(1), where^[vj, s̃] is any element of TM,S(1)
such that its θ1-image is equal to [vj, s̃] ∈ TM,S . But using local coordinates
adapted to S it is easy to see that (5.4) is a consequence of the usual Jacobi rule for
brackets of vector fields. ❐

Definition 5.8. Let S be a complex submanifold of a complex manifold M.
The holomorphic θ1-connection X̃ : NS → A∗ ⊗ NS on NS defined in Propo-
sition 5.7.(ii) is called the universal holomorphic connection onNS .

We can now summarize what we have done up to now in the following

Theorem 5.9. Let S be a submanifold of a complex manifold M, and F a sub-
bundle of the tangent bundle TS. Then:

(i) if ψ : F → A is an OS-morphism such that θ1 ◦ ψ = id then the map
X̃ψ : NS → F∗ ⊗ NS given by

X̃ψv (s) = X̃ψ(v)(s)

for all v ∈ F and s ∈ NS , where X̃ is the universal holomorphic connection
on NS , is a partial holomorphic connection on NS along F ;

(ii) there exists a partial holomorphic connection on NS along F if and only if there
exists an OS-morphism ψ : F →A such that θ1 ◦ψ = id;

(iii) if F is involutive, then the partial holomorphic connection X̃ψ is flat if and only
if ψ : F →A is a Lie algebroid morphism.

Proof. (i) The only not completely trivial property is Leibniz’s rule. But indeed

X̃ψv (g·s) = X̃ψ(v)(g·s) = g·X̃ψ(v)(s)+θ1
(
ψ(v)

)
(g)·s = g·X̃ψv (s)+v(g)·s

for all g ∈ OS , and we are done.
(ii) In one direction is (i). Conversely, assume that we have a partial holomor-

phic connection on NS along F . Then Proposition 4.4 yields an OS-morphismψ0
from F to ANS such that π0 ◦ ψ0 = id, and hence Theorem 5.6 yields an OS-
morphism ψ : F →A such that θ1 ◦ψ = id.

(iii) If we denote by Rψ the curvature of X̃ψ, recalling that the universal
holomorphic connection X̃ is flat, we get

Rψuv = X̃{ψ(u),ψ(v)}−ψ[u,v]

for all u, v ∈ F . One direction is then clear; conversely, assume that Rψ ≡ O.
Now, Proposition 5.7.(i) implies that {ψ(u),ψ(v)} − ψ[u,v] ∈ kerθ1 ⊂ A
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for all u, v ∈ F ; therefore it suffices to prove that if q ∈ kerθ1 ⊂ A is such
that X̃q ≡ O then q = O. But indeed, if q ∈ kerθ1 then q = π(v) with v =
[ar ]2∂/∂zr for suitable ar ∈ IS (and we are using local coordinates adapted to S,
as usual). Then from X̃q(∂s) = O for s = 1, . . . ,m it easily follows that ar ∈ I2

S
for r = 1, . . . ,m, and hence q = O. ❐

Remark 5.10. As suggested by [4], the sequence of the first jets sheaves can
be interpreted as a subsequence of the extension obtained dualizing the sequence
(5.2) and tensorizing withNS :

O ----------------------------------------------------------------------------------------------------------------------------------------------------------------------------→ ΩS ⊗NS ----------------------------------------------------------------------------------------------------------------------------------------------------------------------------→ J1(NS) ----------------------------------------------------------------------------------------------------------------------------------------------------------------------------→ NS ----------------------------------------------------------------------------------------------------------------------------------------------------------------------------→ O∥∥∥ y y
O ----------------------------------------------------------------------------------------------------------------------------------------------------------------------------→ ΩS ⊗NS ----------------------------------------------------------------------------------------------------------------------------------------------------------------------------→ A∗ ⊗NS ----------------------------------------------------------------------------------------------------------------------------------------------------------------------------→ Hom(NS ,NS) ⊗NS ----------------------------------------------------------------------------------------------------------------------------------------------------------------------------→ O

where the last vertical map is the injection locally given by s , id ⊗ s, where
s is a local section of NS ; it is obtained tensorizing by NS the inclusion OS ↩
Hom(NS ,NS) that corresponds to the identity map onNS . In particular, J1(NS)
is a subsheaf of HomOS (A,NS).

When S has codimension 1 in M, we have Hom(NS ,NS) � OS and hence
the previous remark yields

Corollary 5.11. If S is a codimension 1 submanifold of a complex manifold M,
then the sequence (5.2) becomes O → OS →A→ TS → O, so that

A� J1(N∗
S ) ⊗NS

andA admits a nowhere zero holomorphic section.

We end this section with a remark that will be useful in Section 7:

Proposition 5.12. Let S be a submanifold of a complex manifoldM, comfortably
embedded with respect to a first order lifting ρ : OS → OS(1). Then there exists an
OS-morphism π̃ : TM,S(1) → A such that π̃|T SM,S(1) = π , where TM,S(1) is endowed
with the structure of OS-module given by restriction of scalars via ρ.

Proof. Fix a comfortable atlas U = {(Uα, zα)} adapted to ρ. If v ∈ TM,S(1),
we can write

v = [xjα]2
∂

∂zjα

for suitable [xjα]2 ∈ OS(1); then we set

π̃(v) = π
(
ρ̃([xrα]2)

∂
∂zrα

+ [xpα]2
∂
∂zpα

)
= π

(
v − ρ([xrα]1)

∂
∂zrα

)
.
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We claim that π̃ is well defined, that is it does not depend on the particular chart
chosen to express v. Indeed, if we also write v = [xkβ]2(∂/∂zkβ), then we have

[xkβ]2 = [x
j
α]2

 ∂zkβ
∂zjα


2

.

Applying ρ ◦ θ1 to both sides and recalling that we are working with an atlas
adapted to S we get

ρ([xsβ]1) = ρ([xrα]1)ρ
([
∂zsβ
∂zrα

]
1

)
.

Then

ρ([xsβ]1)
∂
∂zsβ

= ρ([xrα]1)ρ
([
∂zsβ
∂zrα

]
1

)
∂
∂zsβ

= ρ([xrα]1)
[
∂zsβ
∂zrα

]
2

∂
∂zsβ

where we used (2.5) and the fact that U is a comfortable atlas adapted to ρ. So(
v − ρ([xsβ]1)

∂
∂zsβ

)
−
(
v − ρ([xrα]1)

∂
∂zrα

)
∈ IS · T SM,S(1)

because we are using a splitting atlas, and thus π̃ is well defined. Finally, it is easy
to check that π̃ is an OS-morphism extending π , and we are done. ❐

6. THE GENERAL INDEX THEOREM

In this section we shall prove our general index theorem following the strategy
indicated in the introduction; in the next two sections we shall show how all the
known (and a couple of new ones) index theorems of this kind (with M smooth)
for both holomorphic maps and holomorphic foliations are just particular in-
stances of our general statement.

In the previous sections we have shown how to get a partial holomorphic con-
nection on the normal bundle from a splitting morphism ψ. The next step is
showing how the existence of a partial holomorphic connection forces the van-
ishing of some Chern classes. This has been proved, for instance, by Baum and
Bott ([5]; see also [14]); we report here a statement (and a proof ) adapted to our
situation.

Theorem 6.1. Let S be a complex manifold, F a sub-bundle of TS of rank `, and
E a complex vector bundle on S. Assume we have a partial holomorphic connection on
E along F . Then:

(i) every symmetric polynomial in the Chern classes of E of degree larger than
dimS − ` + b`/2c vanishes.
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(ii) Furthermore, if F is involutive and the partial holomorphic connection is flat
then every symmetric polynomial in the Chern classes of E of degree larger than
dimS − ` vanishes.

Proof. Write

(6.1) TRS ⊗ C = F ⊕ F1 ⊕ T(0,1)S,

where F1 is any C∞-complement of F in TS = T(1,0)S. Define a (real) connec-
tion∇ on E using the given partial holomorphic connection on F , any connection
on F1, and ∂̄ on T(0,1)S.

Letω be the curvature form of ∇. We claim that

(6.2) ω(v, w̄) =ω(ū, w̄) = O

for all v ∈ F and ū, w̄ ∈ T(0,1)S. It is enough to prove that they vanish when
applied to holomorphic sections of E, since these generate Γ(E) as a C∞-module,
and the curvature is a tensor. But if σ is a holomorphic section of E we have

ω(v, w̄)(σ) = ∇v(∇w̄σ)−∇w̄(∇vσ)−∇[v,w̄]σ = O,

because ∇w̄ kills every holomorphic section, ∇vσ is holomorphic because ∇ is
holomorphic along F , and [v, w̄] = O. Analogously, since [ū, w̄] ∈ T(0,1)S, one
shows that ω(ū, w̄) = O.

Choose local coordinates and local forms η1, . . . , ηn (where n = dimS) so
that

{η1, . . . , η`, η`+1, . . . , ηn, dz1, . . . , dzn}
is a local frame for the dual of TRS ⊗ C respecting (6.1); in particular, a local
frame for the dual of F is given by

{
η1|F , . . . , η`|F

}
, and {η`+1|F1 , . . . , ηn|F1} is

a local frame for the dual of F1. Then (6.2) implies that in this local frame the
curvature matrix is composed by forms which are linear combinations of

ηp
′ ∧ ηq′ , ηp

′ ∧ ηq′′ , ηp
′′ ∧ ηq′′ , dz̄j ∧ ηq′′ ,

where 1 ≤ p′ < q′ ≤ `, ` + 1 ≤ p′′ < q′′ ≤ n and 1 ≤ j ≤ n. Since any product
of more than n− ` + b`/2c of these forms vanishes, (i) follows.

If F is involutive and the partial holomorphic connection along F is flat, we
moreover have ω(v,w) = O for all v, w ∈ F . This means that we can drop the
forms ηp′ ∧ ηq′ from the previous list, and then any product of more than n− `
of the remaining forms vanishes, giving part (ii). ❐

Remark 6.2. The previous proof shows not only that Chern classes of suitable
degree vanish, but that the standard differential forms representing them (the one
obtained starting from the curvature matrix of a connection) vanish too.
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We have now all the ingredients needed to apply the general cohomological
argument devised by Lehmann and Suwa. Let us first introduce a couple of defi-
nitions to simplify the statements of our theorems.

Definition 6.3. Let S be a (possibly singular) subvariety of a complex man-
ifold M, and let Sreg ⊆ S be the regular part of S. We shall say that S has an
extendable normal bundle if there exists a coherent sheaf of C∞M -modules N de-
fined on an open neighborhood of S in M such that N ⊗OMOS reg = NS reg . We
say thatN is an extension ofNS reg .

Example 6.4. Any nonsingular submanifold has an extendable normal bun-
dle: an extension of NS is given by the pull-back (under the retraction) to a
tubular neighbourhood. If S is singular but has codimension one in M then the
line bundle O([S]) associated to the divisor [S] provides an extension of NS reg ,
and hence S has an extendable normal bundle. More generally, if S is a locally
complete intersection defined by a section, or a strongly locally complete intersection,
then it has an extendable normal bundle (see [20] and [21]).

Remark 6.5. The extension of the normal bundle might be, in general, not
unique. However, in all cases described in the previous example there is a natural
extension to consider.

The next definition will considerably shorten several statements.

Definition 6.6. Let S be a compact, complex, reduced, irreducible, possibly
singular, subvariety of dimension d of an n-dimensional complex manifold M.
Assume that S has extendable normal bundle. Let Σ be an analytic subset of S,
containing the singular part Ssing of S, so that So = S \ Σ ⊆ Sreg, and let further-
more F denote another analytic object involved in the problem (for instance, in
our applications F will be either a holomorphic foliation or a holomorphic self-
map, and Σ the union of the singular set of S with the singular set of F). We shall
say that S has the Lehmann-Suwa index property of level ` ≥ 1 on Σ with respect to F
if given an extensionN ofNS reg we can associate to every homogeneous symmet-
ric polynomial ϕ of degree k > d− ` and every connected component Σλ of Σ a
homology class

Resϕ(F,N ;Σλ) ∈ H2(d−k)(Σλ;C),
depending only onN and on the local behavior of F near Σλ, so that

∑
(iλ)∗Resϕ(F,N ;Σλ) = [S] _ ϕ(N ) in H2(d−k)(S;C),

where the sum ranges over all the connected components of Σ, the map iλ : Σλ ↩ S
is the inclusion, and ϕ(N ) denotes the class obtained evaluating ϕ in the Chern
classes ofN .

Remark 6.7. When k = d then [S] _ ϕ(N ) =
∫
S
ϕ(N ) ∈ C.
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And now, our general index theorem:

Theorem 6.8. Let S be a compact, complex, reduced, irreducible, possibly singu-
lar, subvariety of dimension d of an n-dimensional complex manifold M, and assume
that S has extendable normal bundle. Let Σ be an analytic subset of S containing Ssing

such that there exist a sub-bundle F of rank ` of TSo (where So = S \ Σ ⊆ Sreg) and
an OSo -morphism ψ : F → A with θ1 ◦ψ = id, whereA is the Atiyah sheaf of So.
Then:

(i) S has the Lehmann-Suwa index property of level ` − b`/2c on Σ with respect
to ψ.

(ii) If furthermore F is involutive and ψ is a Lie algebroid morphism, then S has
the Lehmann-Suwa index property of level ` on Σ with respect to ψ.

Proof. Theorem 5.9 yields a partial holomorphic connection on NSo along F ,
which is flat in case (ii). Theorem 6.1 then implies that every symmetric poly-
nomial in the Chern classes of NSo of degree larger than d − ` + b`/2c (or, in
case (ii), larger than d − `) vanishes. The theorem then follows from the general
Lehmann-Suwa theory (see, e.g., [28, Chapter V] or [21]). ❐

Remark 6.9. For the sake of completeness, let us summarize here the gist of
Lehmann-Suwa’s argument, warning the reader that the complete proof is a bit
technical and requires Čech-de Rham cohomology (see, e.g., [28]). Let

H∗(S, So;C) → H∗(S;C) → H∗(So;C)

be the long exact cohomology sequence of the pair (S, So). The vanishing The-
orem 6.1 says that the cohomology class ϕ(N ) vanishes when restricted to So;
hence it must be the image of some cohomology class η ∈ H∗(S, So;C) which is,
by definition of cohomology of a pair, concentrated in an arbitrary neighbourhood
of S \ So = Σ. Such a class is not unique in general, and it should be chosen in a
suitable way depending on the partial holomorphic connection given by ψ. Now,
since S is compact, the Poincaré homomorphism (consisting exactly in taking the
cap product with [S]) gives a natural map fromH∗(S;C) toH2d−∗(S;C). On the
other hand, since Σ is an analytic subset of S, the Alexander homomorphism A
gives a natural map from H∗(S, So;C) to H2d−∗(Σ;C). Furthermore, if we de-
note by i : Σ → S the inclusion, we have the equality i∗A(η) = [S] _ ϕ(N ).
Now, if Σ = ⋃λ Σλ is the decomposition in connected components of Σ, we have
H2d−∗(Σ;C) =⊕λ H2d−∗(Σλ;C); therefore if we denote by Resϕ(ψ,N ;Σλ) the
component of A(η) belonging to H2d−∗(Σλ;C), we obtain

∑
λ
(iλ)∗Resϕ(ψ,N ;Σλ) = [S] _ ϕ(N ),

that is the index theorem.
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Remark 6.10. Let us now describe how to compute Resϕ(ψ;Σλ) in a simple
(but useful) case. Assume that: S is a locally complete intersection defined by a
section; the connected component Σλ reduces to an isolated point p ∈ S; the sub-
bundle F has rank ` = 1; and there exists a local vector field v ∈ (TS)p ⊂ (TM,S)p
vanishing at p and generating F in a pointed neighbourhood of p. Let l1, . . . , lm

be a local system of defining functions for S near p, so that {[l1]2, . . . , [lm]2} is a
local frame for IS/I2

S =N∗
S , and denote by {ζ1, . . . , ζm} the corresponding dual

local frame of NS . If X̃ψ is the partial holomorphic connection induced by ψ,
then writing

X̃ψv (ζr ) = csrζs
we get anm×m matrix C = (crs ) of holomorphic functions defined in a pointed
neighbourhood of p. Finally (see [20]), it is possible to choose a local chart (U, z)
at p so that if we write v = [aj]1∂/∂zj then

{l1 = · · · = lm = am+1 = · · · = an = 0} = {p}

(if p is a regular point of S it suffices to take any chart adapted to S). Take now
a homogeneous symmetric polynomial ϕ of degree dimS; then Resϕ(ψ; {p}) is
given by the Grothendieck residue

(6.3) Resϕ(ψ,N ; {p}) = 1
(2πi)n−m

∫
Γ

ϕ(C)
am+1 · · ·an dzm+1 ∧ · · · ∧ dzn,

where Γ = {q ∈ S : |am+1(q)| = · · · = |an(q)| = ε} for 0 < ε << 1, oriented so
that d argam+1 ∧ · · · ∧ d argan is positive, N is the natural extension of NS reg

mentioned in Remark 6.5, and ϕ(C) denotes ϕ evaluated on the eigenvalues of
the matrix C. This formula can be obtained by observing that if ṽ ∈ T SM,S(1) is
such that π(ṽ) = ψ(v) outside p, then the local partial holomorphic connection
on NS reg induced by ṽ coincides with X̃ψv , and the residue Resϕ(ψ,N ; {p})
coincides with the residue associated to ṽ and obtained in [20]. By the way,
an explicit algorithm for computing the Grothendieck residue (6.3) when p is a
regular point of S is described in [5, p. 280].

We end this section by describing the general strategy we are going to use
to build the morphism ψ : F → A. Such a morphism exists if and only if the
sequence

O →Hom(NSo ,NSo)→ θ−1
1 (F)

θ1→ F → O
splits, that is, if and only if the associated cohomology class in

H1(So,F∗ ⊗ Hom(NSo ,NSo)
)

vanishes. The latter class is represented by a cocycle of the form {ψβ − ψα},
where the ψα are local splitting morphisms. Therefore the morphism ψ exists if
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and only if we can find local morphisms xα fromF to Hom(NSo ,NSo) such that
ψβ −ψα = xβ − xα.

Our strategy then will be to use the additional data involved (foliation or self-
map) to build local splitting morphisms; in this way we shall be able to express the
cohomological problem in terms of the geometry of the additional data, and then
to give sufficient conditions for the problem to be solvable.

Notice in particular that if So is Stein then this cohomological problem is
always solvable, and thus we have

Corollary 6.11. Let S be a compact, complex, reduced, irreducible, possibly sin-
gular, subvariety of dimension d of an n-dimensional complex manifold M, and as-
sume that S has extendable normal bundle. Let Σ be an analytic subset containing Ssing

such that So = S \ Σ is Stein. Then S has the Lehmann-Suwa index property of
level d− bd/2c on Σ with respect to anything providing local splitting morphisms for
the sequence (5.2) over So.

7. HOLOMORPHIC FOLIATIONS

The aim of this section is to show how to use a holomorphic foliation on the am-
bient manifold to implement the strategy just discussed. We recall that a (possibly
singular) holomorphic foliation F on a complex n-dimensional manifold M is, by
definition, a coherent involutive subsheaf of TM . The singular locus Sing(F) is
the set of points x ∈ M such that the quotient TM/F is not free at x. In partic-
ular, F is a locally free OM -module of some rank 1 ≤ ` ≤ n outside Sing(F); the
number ` is the dimension of the holomorphic folitaion. The foliation is called
non-singular if the singular locus is empty. We refer to [5] and [28], chapter VI,
for more details on holomorphic foliations.

Definition 7.1. Let S be a complex (not necessarily closed)m-codimensional
submanifold of an n-dimensional complex manifold M, and let F be a (possibly
singular) holomorphic foliation F on M, of dimension ` ≤ n−m = dimS. We
shall denote by FS(1) the OS(1)-submodule F ⊗OMOS(1) of TM,S(1), and by FS
the OS-submodule F ⊗OMOS of TM,S . If FS ⊆ TS ⊂ TM,S , then F is tangent to
S; otherwise, the foliation F is tranverse to S.

Remark 7.2. We shall always assume that S is not contained in the singular
locus of F .

In the tangential case, we clearly have FS(1) ⊆ T SM,S(1). Furthermore, FS
is a (possibly singular) holomorphic foliation of S of dimension `. The singular
locus ofFS (which is the intersection of Sing(F) with S) is an analytic subset of S;
therefore since our aim is to build a splitting morphismψ outside the singularities,
we shall assume that

Case 1. FS is a non-singular holomorphic foliation of S of dimension ` ≤
dimS (and thus, in particular, it is the sheaf of germs of holomorphic sections
of an involutive sub-bundle F of TS of rank `). To be consistent with the non-
tangential case, we shall also set Fσ = FS and σ∗ = idFS .
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If F is not tangent to S then FS is not a subsheaf of TS , but only of TM,S . To
get a subsheaf of TS , we must project FS into it.

Definition 7.3. Let S be a splitting submanifold of a complex manifold M.
Given a first order lifting ρ : OS → OM/I2

S , let σ∗ : TM,S → TS be the left splitting
morphism associated to ρ by Proposition 2.7. If F is a holomorphic foliation
on M of dimension ` ≤ dimS, we shall denote by Fσ the coherent sheaf of
OS-modules given by

Fσ = σ∗(FS) ⊆ TS.
We shall say that ρ is F-faithful outside an analytic subset Σ ⊂ S if Fσ is a non-
singular holomorphic foliation of dimension ` on S \Σ. If Σ = ∅ we shall simply
say that ρ is F-faithful.

It might happen that a first order lifting is notF-faithful while another one is.
Furthermore, Fσ might be as well as not be involutive depending on the choice
of ρ.

Example 7.4. Let M = C4, take S = {z1 = 0} and let F be the non-singular
foliation generated over OM by the global vector fields

(z2 − z1)
∂
∂z3 +

∂
∂z4 and

∂
∂z1 +

∂
∂z2 ,

so that FS is generated over OS by z2(∂/∂z3)+ (∂/∂z4) and (∂/∂z1)+ (∂/∂z2).
The submanifold S clearly splits into M, and a natural choice of first order lifting
is

ρ([f ]1) = [f ]2 −
[
∂f
∂z1z

1
]

2
.

The corresponding left splitting morphism σ∗ is the identity on TS and kills
∂/∂z1; therefore Fσ is generated over OS by z2(∂/∂z3) + (∂/∂z4) and ∂/∂z2,
and thus Fσ is not involutive.

If we choose as first order lifting the less standard ρ1 given by

ρ1([f ]1) = [f ]2 −
[(
∂f
∂z1 +

∂f
∂z2

)
z1
]

2
,

then the corresponding left splitting morphism σ∗1 sends ∂/∂z1 in −∂/∂z2, and
Fσ1 turns out to be generated by z2(∂/∂z3)+(∂/∂z4) only, and so it is involutive,
but of the wrong dimension. Finally, if we take as first order lifting

ρ2([f ]1) = [f ]2 −
[(
∂f
∂z1 +

∂f
∂z2 −

∂f
∂z3

)
z1
]

2
,

then σ∗2 sends ∂/∂z1 in (∂/∂z3) − (∂/∂z2), so that Fσ2 is generated by
z2(∂/∂z3)+ (∂/∂z4) and ∂/∂z3, and thus ρ2 is F-faithful.
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If Fσ has dimension equal to 1 or to the dimension of S, then it is automati-
cally involutive. In this case it is easy to have faithfulness:

Lemma 7.5. Let S be a splitting submanifold of a complex manifold M, and let
F be a holomorphic foliation onM of dimension equal to 1 or to the dimension of S. If
there exists x0 ∈ S \Sing(F) such that F is tangent to S at x0, i.e., (FS)x0 ⊆ TS,x0 ,
then any first order lifting is F-faithful outside a suitable analytic subset of S.

Proof. Let σ∗ : TM,S → TS be the left-splitting morphism associated to a first
order lifting ρ. By assumption, kerσ∗x0

∩(FS)x0 = (O); therefore kerσ∗x ∩(FS)x =
(O) for all x ∈ S outside an analytic subset Σ0 of S. Furthermore, Fσ has
dimension equal to 1 or to dimS; therefore it is involutive, and hence ρ is F-
faithful outside Σ0 ∪ Sing(Fσ). ❐

Notice that there are topological obstructions for a foliation to be everywhere
non-tangential to S. For instance, in [9], [18] it is proved that if S is a curve in a
surface M, the number of points of tangency between S and an one-dimensional
holomorphic reduced foliation F ofM, counted with multiplicity, is S ·S−S ·F .
Therefore if S · S 6= S · F then every first order lifting is F-faithful outside a
suitable analytic subset.

Another result of this kind shows that for one-dimensional foliations most
first order liftings are faithful:

Lemma 7.6. Let S be a non-singular hypersurface splitting in a complex mani-
fold M, and let F be a one dimensional holomorphic foliation onM. Assume that S is
not contained in Sing(F). Then there is at most one first order lifting ρ which is not
F-faithful outside a suitable analytic subset of S.

Proof. Suppose ρ is a first order lifting of S which is not F-faithful; since F
is one-dimensional, this means that (FS)x ⊆ kerσ∗x for all x ∈ S \ Sing(F),
where σ∗ is the left splitting morphism associated to ρ. By Lemma 2.1.(iii)
any other left splitting morphism is of the form σ∗1 = σ∗ +ϕ ◦ p2 with ϕ ∈
H0(S,Hom(NS ,TS)

)
; in particular, σ∗1 (v) = ϕ

(
p2(v)

)
for all v ∈ FS . Now,

since σ∗ is a left splitting morphism, we have kerσ∗x ∩ ker(p2)x = (O) for
all x ∈ S; therefore p2|FS is injective. Furthermore, since NS has rank one,
ϕx is either injective or identically zero; hence (σ∗1 )x restricted to (FS)x is either
injective or identically zero. Now, if ϕ 6= O then ϕx 6= O for x outside an ana-
lytic subset Σ0 of S; therefore it follows that if ϕ 6= O then the first order lifting
associated to σ∗1 is F-faithful outside Σ0 ∪ Sing(Fσ1). ❐

Corollary 7.7. Let S be a non-singular hypersurface splitting in a complex man-
ifold M, and let F be a one dimensional holomorphic foliation on M. Assume that S
is not contained in Sing(F). If H0(S,TS ⊗N∗

S ) ≠ (O) then there exists at least one
first order lifting F-faithful outside a suitable anlytic subset of S.
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Proof. If H0(S,TS ⊗N∗
S ) ≠ (O) then by Lemma 2.1.(iii) there exist at least

two different splitting morphisms. Then the assertion follows from the previous
lemma. ❐

Coming back to our main concern, in the non-tangential case we shall mo-
mentarily make the following assumption:

Case 2. There exists an F-faithful first order lifting ρ, with associated left-
splitting morphism σ∗; in particular, Fσ is a non-singular holomorphic foliation
of S of dimension ` ≤ dimS, and σ∗|FS : FS → Fσ is an isomorphism of OS-
modules.

If G ⊆ TS is a non-singular holomorphic foliation of S of dimension ` ≤
dimS, Frobenius’ theorem implies that we can always find an atlas U = {(Uα, zα)}
adapted to S such that the {∂/∂zm+1

α , . . . , ∂/∂zm+`α } are local frames for G. Fur-
thermore, it is easy to check that if S is split (2-split, comfortably embedded) inM
we can also assume that U is a splitting (2-splitting, comfortable) atlas.

Definition 7.8. Assume we are either in Case 1 or in Case 2. An atlas U =
{(Uα, zα)} adapted to S such that the {∂/∂zm+1

α , . . . , ∂/∂zm+`α } are local frames
for Fσ shall be said adapted to S and F . We explicitly notice that if U is adapted
to S and F then

∂zq
′′
β

∂zp
′
α
∈ IS

for all p′ =m+ 1, . . . ,m+ `, q′′ =m+ `+ 1, . . . , n and indices α, β such that
Uα ∩ Uβ ∩ S 6= ∅.

Remark 7.9. From now on, indices like p′, q′, p̃′ and q̃′ will run fromm+1
tom+ `, while indices like p′′ and q′′ will run fromm+ ` + 1 to n.

Using adapted atlas we can find special local frames for the foliation:

Lemma 7.10. Assume we are in Case 1 or in Case 2, and let {(Uα, zα)} be an
atlas adapted to S and F (and to ρ too in Case 2).

(i) For each index α there exists a unique `-uple (vα,m+1, . . . , vα,m+`) of elements
of F of the form

(7.1) vα,p′ = ∂
∂zp

′
α
+ (aα)rp′

∂
∂zrα

+ (aα)p
′′
p′

∂
∂zp

′′
α

with (aα)
p′′
p′ ∈ IS for p′ =m + 1, . . . ,m + ` and p′′ =m + ` + 1, . . . , n,

(and, in Case 1, (aα)rp′ ∈ IS for r = 1, . . . ,m), so that σ∗(vα,p′ ⊗ [1]1) =
∂/∂zp

′
α .
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(ii) The set {vα,m+1, . . . , vα,m+`} is a local frame for the sheaf F in a neighbour-
hood of S ∩Uα. Furthermore, writing

vβ,q′ = (cβα)p
′
q′vα,p′

the (cβα)
p′
q′ ∈ OM define a cocycle (cβα) representing the vector bundle associ-

ated to F in a neighbourhood of S and satisfy the following relations:

(7.2)



(cβα)
p′
q′ =

∂zp
′
α

∂zq
′
β

+ (aβ)sq′
∂zp

′
α

∂zsβ
+ (aβ)q

′′
q′
∂zp

′
α

∂zq
′′
β

,

(cβα)
p′
q′ (aα)

r
p′ =

∂zrα
∂zq

′
β

+ (aβ)sq′
∂zrα
∂zsβ

+ (aβ)q
′′
q′
∂zrα
∂zq

′′
β

,

(cβα)
p′
q′ (aα)

p′′
p′ =

∂zp
′′
α

∂zq
′
β

+ (aβ)sq′
∂zp

′′
α

∂zsβ
+ (aβ)q

′′
q′
∂zp

′′
α

∂zq
′′
β

.

Proof. (i) Since {(Uα, zα)} is adapted to S and F , the ∂/∂zp
′
α ’s form local

frames for Fσ . Hence we can find ṽα,p′ ∈ F such that σ∗(ṽα,p′ ⊗ [1]1) =
∂/∂zp

′
α . Write

ṽα,p′ = (bα)q
′
p′
∂
∂zq

′
α
+ (bα)rp′

∂
∂zrα

+ (bα)q
′′
p′

∂
∂zq

′′
α

for suitable (bα)
j
p′ ∈ OM ; we must have [(bα)

q
p′]1 = δqp′ , and [(bα)rp′]1 = 0

in Case 1. In particular, ([(bα)
q′
p′]1) is the identity matrix; hence

(
(bα)

q′
p′
)

is
invertible as matrix of germs. Multiplying then the `-uple (ṽα,m+1, . . . , ṽα,m+`)
by the inverse of this matrix we get an `-uple (vα,m+1, . . . , vα,m+`) of elements
of F of the desired form. Furthermore, since rkOMF = `, the vα,p′ ’s form a
local frame for F ; an exercise in linear algebra then shows that they are uniquely
determined.

(ii) The elements vα,m+1, . . . , vα,m+` form a local frame for the sheaf F in a
neighbourhood of S ∩Uα since their restriction to S form a local frame for FS on
Uα ∩ S. The relations (7.2) then follows directly from (7.1). ❐

Restricting to S the first equation in (7.2) we get:

Corollary 7.11. Assume we are in Case 1 or in Case 2, let {(Uα, zα)} be an
atlas adapted to S and F (and to ρ too in Case 2), and let vα,m+1, . . . , vα,m+` be
given by the previous lemma. Then the vector bundles associated to FS and Fσ are
represented by the same cocycle

(7.3) [(cβα)
p′
q′ ]1 =

∂zp′α
∂zq

′
β


1

.
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in the frames {vα,m+1 ⊗ [1]1, . . . , vα,m+` ⊗ [1]1} and {∂/∂zm+1
α , . . . , ∂/∂zm+`α },

respectively. In particular, the isomorphism σ∗|FS : FS → Fσ is represented with
respect to these frames by the identity matrix.

The restriction to S of the second equation in (7.2) gives

[(cβα)
p′
q′ ]1[(aα)

r
p′]1 = [(aβ)sq′]1

[
∂zrα
∂zsβ

]
1

,

and thus we get a global section T ∈ H0(S, (Fσ)∗ ⊗ NS) by setting

T |Uα = [(aα)rp′]1ωp
′
α ⊗ ∂r,α,

where ωp
′
α is the local section of (Fσ)∗ induced by dzp

′
α . It is easy to check that

the corresponding morphism T : Fσ →NS is given by the composition

T : Fσ (σ∗|FS )−1

----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------→ FS ↪-→ TM,S p2----------------------------------------------------------→ NS .

Remark 7.12. The morphism T is non-zero if and only if the foliation F is
transversal to S.

Now we are ready to characterize the existence of morphisms ψ : Fσ → A
such that θ1 ◦ψ = id:

Proposition 7.13. Assume we are in Case 1, or in Case 2 with S comfortably
embedded in M. Given a (comfortable in Case 2) atlas U = {(Uα, zα)} adapted to S
and F (and to ρ too in Case 2), let {fβα} be the cocycle defined by

fβα =
[
(cαβ)

q′
p′
]

1
ρ̃
([
(cβα)

p̃′
q′
]

2

)
⊗ ∂

∂zp̃
′
α
⊗ωp′α

=
∂zq

′
β

∂zp
′
α

∂(cβα)
p̃′
q′

∂ztα

∣∣∣∣∣∣
S

[
ztα
]

2
⊗ ∂

∂zp̃
′
α
⊗ωp′α ,

and denote by f ∈ H1(S,N∗
S ⊗ Fσ ⊗ (Fσ)∗

)
the corresponding cohomology class.

Then there exists a morphism ψ : Fσ →A such that θ1 ◦ψ = id if and only if

T∗(f) = O

in H1(S,N∗
S ⊗NS ⊗ (Fσ)∗

)
, where T∗ is the map induced in cohomology by the

morphism id ⊗ T ⊗ id.

Proof. It is easy to check that f is a well-defined cohomology class indepedent
of the particular atlas U chosen. Thus to prove the assertion it suffices to find local
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splittingsψα : Fσ |Uα∩S →A|Uα∩S so that {ψβ−ψα} represents the cohomology
class T∗(f).

A local frame for Fσ is {∂/∂zm+1
α , . . . , ∂/∂zm+`α }. We then define ψα by

setting

ψα

(
∂
∂zp

′
α

)
= π̃(vα,p′ ⊗ [1]2)(7.4)

= π
(
∂
∂zp

′
α
+ ρ̃([(aα)rp′]2)

∂
∂zrα

)

and then extending by OS-linearity, where π : T SM,S(1) → A is the canonical pro-
jection, and π̃ : TM,S(1) → A is the morphism introduced in Proposition 5.12.
Notice that, in Case 1, vα,p′ ⊗ [1]2 ∈ T SM,S(1), and so ψα is defined without
assuming anything on the embedding of S into M.

Now, we have:

ψβ

(
∂
∂zp

′
α

)
= ψβ

 ∂zq′β
∂zp

′
α


1

∂
∂zq

′
β

 =
∂zq′β
∂zp

′
α


1

π

 ∂
∂zq

′
β

+ ρ̃(
[
(aβ)sq′

]
2
)
∂
∂zsβ



= π
 ∂zq′β
∂zp

′
α


2

∂
∂zq

′
β

+
 ∂zq′β
∂zp

′
α


2

ρ̃([(aβ)sq′]2)
∂
∂zsβ



= π
 ∂
∂zp

′
α
+
 ∂zq′β
∂zp

′
α


2

 ∂zrα
∂zq

′
β


2

∂
∂zrα



+ π
 ∂zq′β
∂zp

′
α


2

ρ̃([(aβ)sq′]2)
[
∂zrα
∂zsβ

]
2

∂
∂zrα



Hence

(ψβ −ψα)
(
∂
∂zp

′
α

)
= π

 ∂zq′β
∂zp

′
α


1

 ∂zrα
∂zq

′
β


2

∂
∂zrα



+ π


∂zq′β
∂zp

′
α


1

ρ̃([(aβ)sq′]2)
[
∂zrα
∂zsβ

]
1

− ρ̃([(aα)rp′]2)
 ∂
∂zrα


In Case 1 the second line of (7.2) yields ψβ −ψα ≡ O. In Case 2, applying ρ̃ to
the second line of (7.2), and recalling that we are using a comfortable atlas, we get
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 ∂zq′β
∂zp

′
α


1

ρ̃([(aβ)sq′]2)
[
∂zrα
∂zsβ

]
1

− ρ̃([(aα)rp′]2)+
∂zq′β
∂zp

′
α


1

 ∂zrα
∂zq

′
β


2

=
∂zq′β
∂zp

′
α


1

ρ̃([(cβα)
p̃′
q′ ]2)[(aα)

r
p̃′]1.

Hence

(7.5) (ψβ −ψα)
(
∂
∂zp

′
α

)
= [(aα)rp̃′]1

∂zq′β
∂zp

′
α


1

∂(cβα)p̃′q′
∂ztα


1

π
(
[ztα]2

∂
∂zrα

)
,

and we are done. ❐

Corollary 7.14. Let S be a complex m-codimensional submanifold of an n-
dimensional complex manifold M, and let F be a holomorphic foliation F on M, of
dimension ` ≤ n −m = dimS tangent to S. Assume that FS is a non-singular
holomorphic foliation of S. Then we can always find an OS-morphism ψ : FS → A
such that θ1 ◦ψ = id which is furthermore a Lie algebroid morphism.

Proof. In this case (7.5) shows that (7.4) defines a global morphism ψ. To
prove that it is a Lie algebroid morphism, it suffices to show that

{π̃(vα,p′ ⊗ [1]2), π̃(vα,q′ ⊗ [1]2)} = O

for all p′, q′ = m + 1, . . . ,m + `. But since F is tangent to S, we have that
π̃(vα,p′ ⊗ [1]2) = π(vα,p′ ⊗ [1]2); hence it suffices to show that

(7.6) {vα,p′ ⊗ [1]2, vα,q′ ⊗ [1]2} ∈ IS · T SM,S(1).

Now, {vα,m+1, . . . , vα,m+`} is a local frame for F , which is an involutive sheaf; it
follows that [vα,p′ , vα,q′] = O, and (7.6) is an immediate consequence. ❐

Definition 7.15. Let S be a complex submanifold of a complex manifold M,
and F a holomorphic foliation of M of dimension d ≤ dimS. Assume that
S splits into M, with first order lifting ρ : OS → OS(1) and associated projec-
tion σ∗ : TM,S → TS . We shall say that

F splits along ρ if f = O in H1(S,Hom(Fσ ,N∗
S ⊗ Fσ)

)
.

Corollary 7.16. Let S be a complex m-codimensional submanifold of an n-
dimensional complex manifold M, and let F be a holomorphic foliation F on M, of
dimension ` ≤ n−m = dimS tangent to S. Assume that S is comfortably embedded
in M with respect to an F-faithful first order lifting ρ : OS → OS(1). If F splits along
ρ then there is an OS-morphism ψ : Fσ →A such that θ1 ◦ψ = id.
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Remark 7.17. In general, the morphismψ provided by the previous corollary
might not be a Lie algebroid morphism, unless ` = 1.

Remark 7.18. As a consequence of (7.3), we know that

ρ([(cβα)
p′
q′ ]1) = ρ

∂zp′α
∂zq

′
β


1

 =
∂zp′α
∂zq

′
β


2

;

therefore ρ̃
(
[(cβα)

p′
q′ ]2

) = O is equivalent to

[(cβα)
p′
q′ ]2 =

∂zp′α
∂zq

′
β


2

;

compare with Corollary 7.11.

Since we are using an adapted atlas, the first line of (7.2) yields

(7.7) ρ̃
(
[(cβα)

p′
q′ ]2

) = [(aβ)sq′]1
∂zp′α
∂zsβ


2

+
 ∂zp′α
∂zq

′′
β


1

[(aβ)
q′′
q′ ]2.

This suggests a couple of sufficient conditions for the splitting of F along ρ:

Corollary 7.19. Let S be a comfortably embedded submanifold of a complex
manifold M, with first order lifting ρ : OS → OS(1) and associated left splitting
morphism σ∗ : TM,S → TS . Let F be a holomorphic foliation of M of dimen-
sion ` ≤ dimS such that ρ is F-faithful. Assume moreover that one of the following
conditions is satisfied:

(a) S is 2-linearizable, and ` = dimS;
(b) S is 2-linearizable, and there exists a nonsingular holomorphic foliation of S

transversal to Fσ .
Then F splits along ρ.

Proof. In both cases we can find a comfortable 2-splitting atlas {(Uα, zα)}
adapted to S, Fσ and ρ such that ρ̃([(cβα)

p′
q′ ]2) = 0 always. In case (a) this

follows directly from (7.7), becausem+ ` = n; in case (b) the hypothesis implies
the existence of a comfortable 2-splitting atlas adapted to S, F and ρ and such
that [∂zp

′
α /∂z

q′′
β ]1 = 0, and we are done. ❐

In Case 2 there is another condition ensuring the existence of the morphismψ:

Lemma 7.20. Let S be a comfortably embedded submanifold of a complex man-
ifold M, with first order lifting ρ : OS → OS(1) and associated left splitting mor-
phism σ∗ : TM,S → TS . Let F be a holomorphic foliation of M of dimension ` ≤
dimS such that ρ is F-faithful. Assume moreover that FS(1) is (isomorphic to) the
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trivial sheaf O⊕`S(1) of dimension ` (this happens, for instance, if F is globally generated
by ` global vector fields). Then there exists an OS-morphism ψ : Fσ → A such that
θ1 ◦ψ = id.

Proof. Let v1, . . . , vd be global generators of FS(1); by assumption, the v̂j =
σ∗(vj ⊗ [1]1) for j = 1, . . . , ` are global generators of Fσ . We then define
ψ : Fσ →A by setting

ψ(v̂j) = π̃(vj),

where π̃ is the OS-morphism defined in Proposition 5.12, and then extending by
OS-linearity. It is then easy to check that θ1 ◦ψ = id, and we are done. ❐

We finally have all the ingredients needed to prove our most general index
theorem for holomorphic foliations:

Theorem 7.21. Let S be a compact, complex, reduced, irreducible, possibly singu-
lar, subvariety of dimension d of an n-dimensional complex manifold M, and assume
that S has extendable normal bundle. Let F be a (possibly singular) holomorphic
foliation F on M, of dimension ` ≤ d. Assume that there exists an analytic subset Σ
of S containing

(
Sing(F)∩ S)∪ Ssing such that, setting So = S \ Σ, we have either

(1) F is tangent to So and FSo is a non-singular holomorphic foliation of So (and
in this case we can take Σ = (Sing(F)∩ S)∪ Ssing); or

(2) So is comfortably embedded in M with respect to a first order lifting ρ which is
F-faithful outside of Σ, and

(2.a) So is 2-linearizable, and ` = dimS, or
(2.b) So is 2-linearizable, and there exists a nonsingular holomorphic foliation

of So transversal to Fσ , or
(2.c) FSo(1) is (isomorphic to) the trivial sheaf O⊕`So(1) of dimension `, or, more

generally,
(2.d) T∗(f) = O in H1(So,N∗

So ⊗NSo ⊗ (Fσ)∗
)
.

Then S has the Lehmann-Suwa index property of level ` in Case 1, and of level
` − b`/2c in Case 2, on Σ with respect to F .

Proof. It follows from Theorem 6.8, Proposition 7.13, Corollaries 7.14, 7.19,
and Lemma 7.20. ❐

Remark 7.22. Theorem 7.21.(1) is Lehmann-Suwa’s theorem (see [19], [20]
and [28]); Theorem 7.21.(2.a) generalizes both Camacho-Movasati-Sad theorem
(Appendix of [13]) and Camacho’s ([10]) and Camacho-Lehmann’s results ([12]);
Theorems 7.21 (2.b), (2.c) and (2.d) are, as far as we know, new.

Example 7.23. We would like to compute the residue in the situation studied
in [13], to show that we recover their theorem exactly. So let S be a Riemann
surface 2-linearizable in a complex manifold M, and let F be a one-dimensional
foliation of M generated by a local vector field v ∈ TM,S at a regular point p ∈ S
which is an isolated singular point for Fσ . If (Uα, zα) is a local chart at p adapted
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to S and to the first order lifting ρ, this means that we can write v = a1∂/∂z1
α +

a2∂/∂z2
α and p is an isolated zero of a2 on S. In a pointed neighbourhood of p

the element vα,2 defined in (7.1) is given by

vα,2 = ∂
∂z2
α
+ a

1

a2
∂
∂z1
α
.

Therefore

ψ
(
σ∗(v)

) = π ([a2]2
∂
∂z2
α
+ [a2]2ρ̃

([
a1

a2

]
2

)
∂
∂z1
α

)
,

and so

X̃ψv

(
∂
∂z1
α

)
= a2 ∂(a1/a2)

∂z1
α

∣∣∣∣∣
S

∂
∂z1
α
.

The unique (up to a constant) homogeneous symmetric polynomial of degree 1
in one variable is the identity id; hence (6.3) yields

Resid(F ;p) = 1
2πi

∫
|a2|=ε

∂(a1/a2)
∂z1
α

∣∣∣∣∣
S
dz2
α = Resp

(
∂(a1/a2)
∂z1
α

∣∣∣∣∣
S
dz2
α

)
,

which is exactly the formula given in [13] (and used in Theorem 1.1).

8. HOLOMORPHIC MAPS

In this final section we shall describe how to apply the strategy discussed in Section
6 using holomorphic maps instead of foliations.

Let S be an irreducible subvariety of a complex manifoldM, and let us denote
by End(M, S) the space of holomorphic self-maps of M fixing S pointwise. We
recall a few definitions and facts from [2].

Definition 8.1. Let f ∈ End(M, S), f 6≡ idM . The order of contact νf of f
with S is defined by

νf = min
h∈OM,p

max
{
µ ∈ N | h ◦ f − h ∈ IµS,p

}
∈ N∗,

where p is any point of S.

In [2, Section 1], we proved that the order of contact is well defined (i.e., it
does not depend on the point p ∈ S), and that it can be computed by the formula

νf = min
j=1,...,n

max
{
µ ∈ N | f jα − zjα ∈ IµS,p

}
,

where (Uα, zα) is any local chart at p, and f jα = zjα ◦ f . In particular,
[f jα − zjα]νf+1 ⊗ ∂/∂zjα defines a local section of



Index Theorems for Holomorphic Maps and Foliations 3041

IνfS /I
νf+1
S ⊗ TM,S = Symνf (N∗

S ) ⊗ TM,S ,
that (see [2, Section 3]) turns out to be independent of the particular chart chosen:

Definition 8.2. Let f ∈ End(M, S), f 6≡ idM . The canonical section Xf ∈
H0(S,Symνf (N∗

S ) ⊗ TM,S
)

is given by

Xf = [f jα − zjα]νf+1 ⊗ ∂

∂zjα

for any local chart (Uα, zα) at a point p ∈ S.

Since we have Symνf (N∗
S ) =

(
Symνf (NS)

)∗, the canonical section Xf can
be thought of as an OS-morphism Xf : Symνf (NS)→ TM,S .

Definition 8.3. Let f ∈ End(M, S), f 6≡ idM . The canonical distribution Ff
associated to f (it was denoted by Ξf in [2]) is the subsheaf of TM,S defined by

Ff = Xf
(
Symνf (NS)

) ⊆ TM,S.
We shall say that f is tangential if Ff ⊆ TS .

Remark 8.4. If S is smooth, in [2, Corollary 3.2], we proved that f is tan-
gential if and only if

f rα − zrα ∈ I
νf+1
S

for all r = 1, . . . ,m and all local charts (Uα, zα) adapted to S. We also refer to
[2] for a discussion of the relevance of this notion.

Until further notice, we shall assume that S is a smooth complex submanifold
of M. We shall also assume that

(8.1) rkOSSymνf (NS) =
(
m+ νf − 1

νf

)
≤ dimS,

wherem is the codimension of S.
If (Uα, zα) is a local chart adapted to S, we can find (gα)

j
r1...rνf ∈ OM sym-

metric in the lower indices such that

f jα − zjα = (gα)jr1...rνf z
r1
α · · ·z

rνf
α .

The (gα)
j
r1...rνf are not uniquely defined as elements of OM , but it is not difficult

to check that the [(gα)
j
r1...rνf ]1 ∈ OS are uniquely defined. Furthermore, the

sheaf Ff is locally generated by the elements

vr1...rνf ,α = [(gα)
j
r1...rνf ]1

∂

∂zjα
.
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Finally, the fact that Xf is well defined is equivalent to the formula

[(gα)
j
r1,...,rνf ]1

∂zhβ
∂zjα


1

=

∂zs1β
∂zr1
α
· · ·

∂z
sνf
β

∂z
rνf
α


1

[(gβ)hs1,...,sνf ]1,

so that

(8.2) vr1...rνf ,α =

∂zs1β
∂zr1
α
· · ·

∂z
sνf
β

∂z
rνf
α


1

vs1...sνf ,β.

We would like to build our morphism ψ outside singularities. So in the
tangential case we shall momentarily assume that

Case 3. The sheaf Ff is the sheaf of germs of holomorphic sections of a
sub-bundle of TS of rank

` =
(
m+ νf − 1

νf

)
.

To be consistent with the non-tangential case, we shall also set Fσf = Ff , σ∗ =
idFf and vσr1...rνf ,α

= vr1...rνf ,α.

Remark 8.5. In other words, we are removing from S the analytic subset of
the points of S where X is not injective, together with the analytic subset of the
points of S where TS/Ff is not locally free.

In the non-tangential case, we project Ff into TS , as usual.

Definition 8.6. Let S be a splitting submanifold of a complex manifold M.
Given a first order lifting ρ : OS → OM/I2

S , let σ∗ : TM,S → TS be the left splitting
morphism associated to ρ by Proposition 2.7. If f ∈ End(M, S), f 6≡ idM , has
order of contact νf , and (8.1) holds, we shall denote by Fσf the coherent sheaf of
OS-modules given by

Fσf = σ∗ ◦X ◦ (df)
⊗
νf
(
Symνf (NS)

) ⊆ TS ,
where (df)

⊗
νf is the endomorphism of Symνf (NS) induced by the action of df

on NS . Notice that if νf > 1 (or νf = 1 and f is tangential) we have df |NS = id,
and hence the presence of df is meaningful only for νf = 1 and f not tangential.
We shall say that ρ is f -faithful outside an analytic subset Σ ⊆ S if Fσf is the sheaf

of germs of holomorphic sections of a sub-bundle of rank ` =
(
m+νf−1
νf

)
of TS

on S \ Σ. If Σ = ∅ we shall simply say that ρ is f -faithful.
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Remark 8.7. The assumption of faithfulness amounts to saying that σ∗ ◦X ◦
(df)

⊗
νf is injective and TS/Fσf is locally free outside Σ. In particular, ifm = 1,

then either σ∗◦X◦(df)
⊗
νf is identically zero or ρ is f -faithful outside a suitable

analytic subset.

So in the non-tangential case we shall assume the following:

Case 4. There exists an f -faithful first order lifting ρ, with associated left
splitting morphism σ∗. If {(Uα, zα)} is an atlas adapted to ρ, we shall also set

vσr1...rνf ,α
= σ∗(vr1...rνf ,α) = [(gα)

p
r1...rνf ]1

∂
∂zpα

when νf > 1, and

vσr,α = σ∗ ◦X ◦ df(∂r,α) =
[(
δsr + (gα)sr

)
(gα)

p
s ]1

∂
∂zpα

when νf = 1, so that the vσr1...rνf ,α
form a local frame for Fσf and (8.2) still holds.

We are now ready to compute the obstruction to the existence of the mor-
phism ψ.

Proposition 8.8. Assume we are in Case 3 or in Case 4. Given an atlas U =
{(Uα, zα)} adapted to S (and to ρ in Case 4), let {mβα} be the cocycle defined by

mβα =
∂zqβ
∂zpα

∂2zrα
∂zqβ∂z

t
β

∂ztβ
∂zsα

(gα)
p
r1...rνf

∣∣∣∣∣∣
S

ωsα ⊗ ∂r,α ⊗ v
σ,r1...rνf
α ,

if νf > 1 or f is tangential, or by

mβα =
∂zqβ
∂zpα

∂2zrα
∂zqβ∂z

t
β

∂ztβ
∂zsα

(
δur1
+ (gα)ur1

)
(gα)

p
u

∣∣∣∣∣∣
S

ωsα ⊗ ∂r,α ⊗ vσ,r1
α ,

if νf = 1 and f is not tangential, where the v
σ,r1...rνf
α form the frame of (Fσf )∗ dual

to the frame {vσr1...rνf ,α
} of Fσf , and denote by m ∈ H1(S,N∗

S ⊗ NS ⊗ (Fσf )∗
)

the corresponding cohomology class. Then there exists a morphism ψ : Fσf → A such
that θ1 ◦ψ = id if and only if

m = O

in H1(S,N∗
S ⊗NS ⊗ (Fσf )∗

)
.
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Proof. Let us first assume νf > 1 or f tangential. We then define local
OS-morphism ψα : Fσf |Uα →A by setting

(8.3) ψα(vσr1...rνf ,α
) = π

(
[(gα)

p
r1...rνf ]2

∂
∂zpα

)

where π : T SM,S(1) → A is the canonical projection, and then extending by OS-
linearity. Notice that the argument of π in (8.3) is not well defined, but its image
under π is. Since θ1 ◦ ψα = id, it suffices to show that the cocycle {mβα} is
represented by ψβ − ψα. But indeed, recalling (8.2) and using either that f is
tangential or that we are working with an atlas adapted to ρ, we have

ψβ(vσr1...rνf ,α
)−ψβ(vσr1...rνf ,α

)

=

∂zs1β
∂zr1
α
· · ·

∂z
sνf
β

∂z
rνf
α


1

ψβ(vσs1...sνf ,β)− [(gα)
p
r1...rνf ]1π

(
∂

∂zjα

)

= [(gα)jr1...rνf ]1

∂zqβ
∂zjα


1

π

∂zkα
∂zqβ


2

∂
∂zkα

− [(gα)pr1...rνf ]1π
(
∂

∂zjα

)

= [(gα)jr1...rνf ]1

∂zqβ
∂zjα


1


∂zpα
∂zqβ


1

π
(
∂
∂zpα

)
+π

∂zrα
∂zqβ


2

∂
∂zrα


− [(gα)pr1...rνf ]1π

(
∂

∂zjα

)

= [(gα)pr1...rνf ]1

 ∂zqβ
∂zpα


1

 ∂2zrα
∂zqβ∂z

t
β


1

 ∂ztβ
∂zsα


1

π
(
[zsα]2

∂
∂zrα

)
,

and we are done in this case.
If νf = 1 and f is not tangential, we define ψα by

ψα(vσr,α) = π
([(
δsr + (gα)sr

)
(gα)

p
s ]2

∂
∂zpα

)
,

and the assertion follows as before. ❐

It turns out that in codimension 1 (assuming S comfortably embedded in
Case 4) we have m = O always:

Proposition 8.9. Assume we are in Case 3 or in Case 4 with S comfortably
embedded, and that S has codimension 1. Then m = O.
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Proof. Let {(Uα, zα)} be an atlas adapted to S, and also comfortable and
adapted to ρ in Case 4. We define a 0-cochain {xα} ∈ H0(US,N∗

S ⊗NS ⊗ (Fσf )∗
)

by setting

(8.4) xα(vσ1...1,α) = π
(
ρ̃([(gα)11...1]2)

∂
∂z1
α

)
= π

([
∂(gα)11...1
∂z1
α

]
1
[z1
α]2

∂
∂z1
α

)
,

where in Case 3 we have ρ̃([(gα)11...1]2) = [(gα)11...1]2, and thus we do not need
to assume anything on the embedding of S intoM. Notice furthermore that, since
the codimension of S is 1, the germ (gα)11...1 is well defined as germ in OM , and
not only as germ in OS , and so (8.4) is well defined.

To prove the assertion it suffices then to show that xα − xβ =mβα. Now we
have

(xα − xβ)(vσ1...1,α)

= π
(
ρ̃([(gα)11...1]2)

∂
∂z1
α

)
−
 ∂z1

β

∂z1
α

νf
1

xβ(vσ1...1,β)

= π
ρ̃([(gα)11...1]2)−

 ∂z1
β

∂z1
α

νf
2

ρ̃([(gβ)11...1]2)

∂z1
α

∂z1
β


2

 ∂
∂z1
α

 .
If νf > 1 from

(gβ)11...1(z
1
β)
νf = f 1

β − z1
β =

∂z1
β

∂zjα
(f jα − zjα)+ R2νf

=
∂z1
β

∂zjα
(gα)

j
1...1(z

1
α)
νf + R2νf ,

where R2νf ∈ I
2νf
S , we get

 ∂z1
β

∂z1
α

νf
2

[(gβ)11...1]2 =
 ∂z1

β

∂z1
α


2

[(gα)11...1]2 +
 ∂z1

β

∂zpα


2

[(gα)
p
1...1]2.

Since we are working with a comfortable atlas, ρ̃([∂z1
β/∂z

1
α]2) = O; therefore

applying (in Case 4) ρ̃ to the previous formula we get

 ∂z1
β

∂z1
α

νf
2

ρ̃([(gβ)11...1]2) =
 ∂z1

β

∂z1
α


2

ρ̃([(gα)11...1]2)+
 ∂z1

β

∂zpα


2

[(gα)
p
1...1]2.
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Remarking that ∂2z1
β

∂zpα∂z1
α


1

∂z1
α

∂z1
β


1

= −
∂z1

α

∂z1
β


1

 ∂zqβ
∂zpα


1

 ∂2z1
α

∂zqβ∂z
1
β


1

,

we obtain the assertion if νf > 1 or f is tangential.
If instead νf = 1, recalling that we are using a comfortable atlas, we have

(gβ)11z
1
β = f 1

β − z1
β =

∂z1
β

∂zjα
(f jα − zjα)+ 1

2
∂2z1

β

∂zhα∂zkα
(fhα − zhα)(f kα − zkα)+ R3

=
∂z1
β

∂zjα
(gα)

j
1z

1
α +

∂2z1
β

∂zpα∂z1
α
(gα)

p
1 (gα)

1
1(z

1
α)

2 + R3,

where R3 ∈ I3
S , and so ∂z1

β

∂z1
α


2

[(gβ)11]2 =
 ∂z1

β

∂z1
α


2

[(gα)11]2 +
 ∂z1

β

∂zpα


2

(
1+ [(gα)11]2

)
[(gα)

p
1 ]2.

Applying ρ̃ and arguing as before we obtain the assertion in this case too. ❐

We are now ready for our most general index theorem for holomorphic maps:

Theorem 8.10. Let S be a compact, complex, reduced, irreducible, possibly sin-
gular, subvariety of codimension m of an n-dimensional complex manifold M, and
assume that S has extendable normal bundle. Let f ∈ End(M, S), f 6≡ idM , have
order of contact νf with S, and such that ` =

(
m+νf−1
νf

)
≤ dimS. Assume that there

exists an analytic subset Σ of S containing Ssing such that, setting So = S \Σ, we have
either

(1) f is tangential to So, X|So : Symνf (N∗
So) → TSo is injective, TSo/(Ff |So) is

locally free, and
(1.a) S has codimension m = 1, or, more generally,
(1.b) m = O;

(2) So is comfortably embedded in M with respect to a first order lifting ρ which is
f -faithful outside of Σ, and

(2.a) S has codimension m = 1, or, more generally,
(2.b) m = O.

Then S has the Lehmann-Suwa index property of level ` − b`/2c on Σ with respect
to f .

Proof. It follows from Theorem 6.8 and Propositions 8.8 and 8.9. ❐

Remark 8.11. Theorem 8.10.(1.a) and (2.a) are contained in [2]. Theorem
8.10.(1.b) and (2.b) are, as far as we know, new.
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