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Abstract. An abstract linear-quadratic regulator problem over finite time horizon
is considered; it covers a large class of linear nonautonomous parabolic systems in
bounded domains, with boundary control of Dirichlet or Neumann type. The asso-
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0. Introduction

Let H,U be complex Hilbert spaces; for fixedT > 0 we consider the following linear-
quadratic regulator problem:

minimize

J(u) :=
∫ T

0
{(M(t)y(t) | y(t))H + (N(t)u(t) | u(t))U } dt

+ (PT y(T) | y(T))H (0.1)
over all controlsu ∈ L2(0, T;U ) subject to the state equation

y(t) = U (t,0)x −
∫ t

0
U (t, r )A(r )G(r )u(r ) dr, t ∈ [0, T ]; (0.2)

here{M(t)} andPT are positive, bounded, self-adjoint operators inH , {N(t)} are pos-
itive, bounded, self-adjoint operators inU , x is an element ofH , eachA(t) generates
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an analytic semigroup{eτ A(t)} in H , {U (t, s)} is the evolution operator associated to
{A(t)}, and G(t) is the “Green map” relative toA(t). More precise assumptions on
{A(t)}, {G(t)}, {M(t)}, {N(t)}, andPT are listed in Section 1.

The state equation (0.2) represents a large class of linear parabolic nonautonomous
initial-boundary value problems, with boundary controls of Dirichlet or Neumann type:
see Section 9 below for some typical examples. Looking for a pointwise feedback optimal
control for problem (0.1)–(0.2), the main step is the study of the associated Riccati
equation, whose integral version is

P(t) = U (T, t)∗PTU (T, t)+
∫ T

t
U (r, t)∗

× [M(r )− P(r )A(r )G(r )N(r )−1G(r )∗A(r )∗P(r )]U (r, t) dr, (0.3)

and whose differential version isP′(t)+ A(t)∗P(t)+ P(t)A(t)
= −M(t)+ P(t)A(t)G(t)N(t)−1G(t)∗A(t)∗P(t),

P(T) = PT .

(0.4)

The Ricatti equation and its corresponding control problem in the autonomous case
have been widely studied by several people and the whole theory is, more or less,
complete: we quote, among others, [B], [LT1], [F1], [DI1], [F2], [F4], [LT3], and [LT4].
Two different approaches are available: (i) the variational method, which starts from
the Euler equation for the cost functional and yields explicit formulas which express in
terms of the data both the optimal pair and the Riccati operator, and (ii) the dynamic
programming method, which solves directly the Riccati equation and obtains, through
the Riccati operator, a feedback formula for the optimal control in terms of the optimal
state. Both methods are carefully described in the survey papers [LT2] and [BDDM].

Only a few papers deal with the nonautonomous control problem (0.1)–(0.2); [Li]
and [DS] are based on variational techniques, whereas in [DI2] and [AFT] the dynamic
programming approach is used.

In [AFT] it was shown that under certain abstract assumptions, which are naturally
fulfilled in the concrete parabolic problems of Section 9, (0.3) has a unique global solution
P(·), where P(t) is a positive, bounded, self-adjoint operator for eacht ∈ [0, T [,
provided the final datumPT is suitably regular; consequently one is able to find an
optimal pair(û, ŷ) for problem (0.1)–(0.2) in the spaceL2(0, T;U )× L2(0, T; H). On
the other hand, in the autonomous case the minimal assumption onPT is more general
and in addition the optimal pair turns out to enjoy some regularity properties, as shown
in [LT1], [LT3], and [LT4].

Thus our main goal here is to extend as far as possible the results of [LT1], [LT3],
and [LT4] to the nonautonomous situation. To this purpose we were not able to repeat, for
a general choice ofPT , the direct proof of existence and uniqueness of mild solutions of
(0.3), given in [AFT] by means of the dynamic programming technique; here we follow
instead the variational approach of [LT1] and [LT3], adapting and refining it according to
the nonautonomous situation, through the extensive use of the nonautonomous theory of
abstract parabolic equations developed in [AT1], [AT2], [A1], [AT3], [A2], and [AFT].
In fact not only do we generalize to this situation almost all statements of [LT1], [LT3],
and [LT4], but we even improve some of them.
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Here is a list of our main results:

(i) We show that the solution of the Riccati equation (0.3) is in fact classical, i.e.,
P(·) is continuously differentiable as anL(H)-valued function and satisfies
(0.4) in the sense ofL(H), provided the operatorA(t)∗P(t) + P(t)A(t) is
replaced by its bounded extension3(t)P(t) (see Section 7 for details). When
A(t) ≡ A this result was known in the case of distributed control, see [D],
and in the case of boundary control, under additional regularity assumptions on
PT (see [LT4]). We also derive some weighted H¨older regularity results for the
optimal pair.

(ii) We take the final datumPT essentially in the largest possible class, as the
counterexample in [F3] and the remarks in Section 7 of [LT3] show; in addition
we prove that the Riccati operatorP(t) is always strongly continuous att = T ,
and give necessary and sufficient conditions in order thatP(t)→ PT in L(H)
ast → T−.

We believe that the results of this paper can be generalized to cover nonautonomous
control problems over infinite time horizon, thus improving those of [AT4] and [A3].

We now describe the contents of the following sections. Section 1 contains the list
of our assumptions; in Section 2 the control problem is properly posed and some basic
operators are introduced. Section 3 is devoted to the preliminary study of the optimal
pair; in Section 4 some pointwise estimates for the optimal pair are proved. In Section 5
we introduce the state operatorϕ(t, s) and the Riccati operatorP(t), recalling their
elementary properties; Section 6 concerns the differentiability ofϕ(t, s). In Section 7
we define the unbounded operator3(t), acting in the space of bounded self-adjoint
operators inH , and describe its properties, whereas in Section 8 we show that3(t)P(t)
is well defined as a bounded operator inH , and thatP(t) solves the differential Riccati
equation in the sense ofL(H). Finally in Section 9 we describe some concrete examples
and show that our abstract assumptions are fulfilled there, thus giving a motivation for
them. There are also two appendices: in Appendix A some useful function spaces, often
involved in this paper, are described, and Appendix B contains a short survey on strict
and classical solutions of abstract nonautonomous parabolic equations.

We are forced to omit the proofs of the statements of Section 6, because of their
length and technical complexity, which would have enlarged the size of this paper too
much. A detailed proof of such statements, as well as further remarks and related results,
can be found in [AT5].

We conclude this section by listing some notations. IfX is a Banach space and
I ⊆ R is an interval, we use the usual Lebesgue spacesL p(I , X), 1≤ p ≤ ∞, and the
usual Hölder spacesCγ (I , X), Ck+γ (I , X) (γ ∈ ]0,1[, k ∈ N); whenγ = 0 we write
C(I , X) instead ofC0(I , X).

If X,Y are Banach spaces,L(X,Y) is the space of bounded linear operatorsT : X→
Y (and we writeL(X) instead ofL(X, X)). If H is a Hilbert space,6(H) is the space
of self-adjoint operatorsT ∈ L(H) and6+(H) is the space of self-adjoint operators
T ∈ L(H) which are positive, i.e.,(T x | x)H ≥ 0 for eachx ∈ H . If H is a Hilbert
space andT is a linear operator inH , we denote byDT , σ(T), andρ(T) the domain of
T , the spectrum ofT , and the resolvent set ofT ; we denote byT∗ the adjoint operator
of T (whenever it exists).
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Finally if m ∈ N+ andÄ is a bounded open set ofRn, we use the Lebesgue and H¨older
spaces ofCm-valued functions [L p(Ä)]m and [Ck+γ (Ǟ)]m (k ∈ N, γ ∈ ]0,1[, p ∈
[1,∞]), and the usual Sobolev spaces [Wγ,p(Ä)]m, [Wγ,p(∂Ä)]m p ∈ [1,∞[, γ ∈ R),
and [Wγ,p

0 (Ä)]m (p ∈ [1,∞[, γ ∈ ]1/p,∞[).

1. Assumptions

We list here our abstract assumptions.

Hypothesis 1.1. For each t ∈ [0, T ], A(t) : DA(t) ⊆ H → H is a closed linear
operator generating an analytic semigroup{eτ A(t), τ ≥ 0}; in particular there exist
M > 0 andθ ∈ ]π/2, π [ such that

‖[λ− A(t)]−1‖L(H) ≤ M(1+ |λ|)−1, ∀λ ∈ S(θ), ∀t ∈ [0, T ], (1.1)

where S(θ) = {z ∈ C : |argz| < θ}.

Hypothesis 1.2. There exist N> 0 andρ,µ ∈ ]0,1] with δ := ρ + µ − 1 ∈ ]0,1[,
such that

‖A(t)[λ− A(t)]−1[ A(t)−1− A(s)−1]‖L(H)
+ ‖A(t)∗[λ− A(t)∗]−1

[
[ A(t)∗]−1− [ A(s)∗]−1

] ‖L(H)
≤ N|t − s|µ(1+ |λ|)−ρ, ∀λ ∈ S(θ), ∀t, s ∈ [0, T ]. (1.2)

Hypothesis 1.3. {U (t, s),0 ≤ s ≤ t ≤ T} is the evolution operator relative to
{A(t), t ∈ [0, T ]}; in particular,

‖[−A(t)]ηU (t, s)[−A(s)]−γ ‖L(H) + ‖[−A(s)∗]ηU (t, s)∗[−A(t)∗]−γ ‖L(H)
≤ Mηγ [1+ (t − s)γ−η] for 0≤ s< t ≤ T, η, γ ∈ [0,1]. (1.3)

Hypothesis 1.4. The numberδ = ρ + µ− 1 is such that

‖[−A(t)]ηU (t, s)[−A(s)]−γ − [−A(τ )]ηU (τ, s)[−A(s)]− γ ‖L(H)
≤ Nγ η(t − τ)δ[1+ (τ − s)γ−η−δ]

for 0≤ s< τ ≤ t ≤ T, η, γ ∈ [0,1], (1.4)

‖[−A(σ )∗]ηU (t, σ )∗[−A(t)∗]−γ − [−A(s)∗]ηU (t, s)∗[−A(t)∗]−γ ‖L(H)
≤ Nγ η(σ − s)δ[1+ (t − σ)γ−η−δ]

for 0≤ s ≤ σ < t ≤ T, η, γ ∈ [0,1], (1.5)

all operators being strongly continuous with respect to t, τ, σ , and s.

Hypothesis 1.5. For each t∈ [0, T ], G(t) ∈ L(U, H) and there existsα ∈ ]δ, 1
2[ such

that

[−A(·)]αG(·) ∈ Cδ([0, T ],L(U, H)). (1.6)
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Hypothesis 1.6. We have M(·) ∈ Cδ([0, T ], 6+(H)), N(·) ∈ Cδ([0, T ], 6+(U )),
and there existsν > 0 such that N(t) ≥ ν, i.e., (N(t)u|u)U ≥ ν‖u‖2U for each u∈ U
and t ∈ [0, T ].

Hypothesis 1.7. PT ∈ 6+(H) and in addition the linear operator P1/2T L0T : D(L0T )

⊆ L2(0, T;U )→ H is closed(the operators LsT are defined in(2.7)below).

Remark 1.8. (i) Hypotheses 1.1 and 1.2 arise naturally in the study of the Cauchy
problem for abstract linear nonautonomous parabolic equations in Hilbert spaces; they
are fulfilled in several concrete nonautonomous parabolic problems with homogeneous
data at the boundary (see Section 2 of [AFT]). They allow us to construct the evolution
operator relative to the family{A(t)}, and to prove its properties: in fact, Hypotheses 1.3
and 1.4 are consequences of the previous ones. This was shown in Proposition 2.8(iv)
and Corollary 2.10 of [AFT].

(ii) Hypothesis 1.5 concerns the smoothness of the abstract “Green map”G(t),
whose realization in concrete problems yields the lifting of the nonzero datum at the
boundary, i.e., transforms the nonhomogeneous initial-boundary value problem into a
homogeneous one by a modification of the right member of the equation. These assump-
tions hold true in the examples of [AFT] and [A3] (compare with Theorem 9.3 below),
possibly with someα ≥ 1

2. However, we note that the smallerα is, the harder is the situa-
tion: in particular, whenα < 1

2 (the “nonsmoothing case” of [LT3]) the optimal pair will
have a singularity att = T . Hence we assume this to be the case; of course whenα ≥ 1

2
better results could be proved. We also remark that the restrictionδ < α can always be
fulfilled just by choosing a smallerδ, which is possible in view of Proposition A.4(iii)
in Appendix A below.

(iii) Hypotheses 1.6 and 1.7 are regularity conditions on the data of the control
problem: the former is a standard one and might be weakened by allowing a moderate
degree of unboundedness ofM(·) (compare with Section 2.3 of [F4]); the latter is
sufficient, as in [LT3], to prove existence of the optimal control, and to define the Riccati
operatorP(t), and in addition it allows us to prove thatP(t) solves the differential Riccati
equation (0.4). We note that, due to the closedness ofL0T (see Section 2), Hypothesis 1.7
is automatically satisfied ifPT has a bounded inverse; we also remark that it might be
weakened by assuming that the operatorP1/2

T L0T is just closable (see Remark 3.2 below).

2. The State Equation

We follow closely [LT1] and [LT3], adapting their method to the nonautonomous case.
We consider the control problem (0.1)–(0.2) with initial points ∈ [0, T [:

minimize

Js(u) :=
∫ T

s
{(M(t)y(t) | y(t))H + (N(t)u(t) | u(t))U } dt

+ (PT y(T) | y(T))H (2.1)
over all controlsu ∈ L2(s, T;U ) subject to the state equation

y(t) = U (t, s)x −
∫ t

s
U (t, r )A(r )G(r )u(r ) dr, t ∈ [s, T ]. (2.2)
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We introduce the linear operatorLs which represents the integral term in the state
equation (2.2):

(Lsu)(t) := −
∫ t

s
U (t, r )A(r )G(r )u(r ) dr, t ∈ [s, T [, (2.3)

or, more exactly,

(Lsu)(t) =
∫ t

s

[
[−A(r )∗]1−αU (t, r )∗

]∗ [
[−A(r )]αG(r )

]
u(r ) dr, t ∈ [s, T [.

By Hypotheses 1.3 and 1.5 it is easy to see that

‖Ls‖L(L2(s,T,U ),L2(s,T,H)) ≤ c(T − s)α; (2.4)

in addition the adjoint operatorL∗s is defined for eachv ∈ L2(s, T, H) by

(L∗sv)(t) = −G(t)∗A(t)∗
∫ T

t
U (r, t)∗v(r ) dr, t ∈ [s, T [, (2.5)

or, more exactly,

(L∗sv)(t) =
[
[−A(t)]αG(t)

]∗ ∫ T

t
[−A(t)∗]1−αU (r, t)∗v(r ) dr, t ∈ [s, T [,

and, of course,

‖L∗s‖L(L2(s,T,H),L2(s,T,U )) ≤ c(T − s)α. (2.6)

As Ls acts onL2 functions, whenα ≤ 1
2 it is not true in general that(Lsu)(T) is

meaningful as an element ofH . Thus we set
D(LsT) := {u ∈ L2(s, T,U ) : T is a Lebesgue point forLsu},
LsT(u) := lim

r→0+

1

r

∫ T

T−r
(Lsu)(t) dt.

We remark thatD(LsT) is dense inL2(s, T,U ), since in particular whenu ∈ C([s, T ],U )
we haveLsu ∈ C([s, T ], H) and

LsT(u) = −
∫ T

s
U (T, r )A(r )G(r )u(r ) dr.

Moreover, using Hypotheses 1.3 and 1.4 it is not difficult to see thatLsT is a closable
operator, and its closure is the operator, still denoted byLsT, defined by

D(LsT) :=
{

u ∈ L2(s, T,U ) :∫ T

s
[−A(T)]−ηU (T, r )A(r )G(r )u(r ) dr ∈ D([−A(T)]η)

}
,

LsT(u) := −[−A(T)]η
∫ T

s
[−A(T)]−ηU (T, r )A(r )G(r )u(r ) dr,

(2.7)

whereη > 1
2 − α is a fixed number.
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The adjoint ofLsT is the operatorL∗sT given by{
D(L∗sT) = {y ∈ H : G(·)∗A(·)∗U (t, ·)∗y ∈ L2(s, T;U )},
L∗sTy = −G(·)∗A(·)∗U (T, ·)∗y; (2.8)

clearly it holds that

D(L∗sT)

{
= H if α > 1

2,

⊇ D ([−A(T)∗]η) , ∀η > 1
2 − α, if α ≤ 1

2.

Proposition 2.1. Under Hypotheses1.1–1.5 and1.7, let the operator LsT be defined
by (2.7).Then:

(i) D(L∗sT) = D(L∗0T ) and L∗sTy = L∗0T y|]s,T [,∀y ∈ D(L∗0T ), ∀s ∈ [0, T [;
(ii) lim s→T− ‖L∗sTy‖L2(s,T,U ) = 0,∀y ∈ D(L∗0T ).

Proof. It is a standard consequence of (2.7) and (2.8).

Next, due to the presence of the possibly undefined vectory(T) in the cost functional,
we rewriteJs in the following way:

Js(u) :=


∫ T

s
{(M(t)y(t) | y(t))H + (N(t)u(t) | u(t))U } dt

+(PT y(T) | y(T))H if u ∈ D(LsT),

+∞ if u ∈ L2(s, T,U )− D(LsT).

(2.9)

By (2.3) the state equation (2.2) can be rewritten as

y(t) = U (t, s)x + (Lsu)(t), (2.10)

and using Hypothesis 1.7 it is an easy task to verify that the functionalJs is strictly
convex and continuous inL2(s, T,U ). Thus for the control problem (2.9)–(2.10) a
unique optimal pair(ŷ, û) ∈ L2(s, T, H)× D(LsT) exists for each fixeds ∈ [0, T [ and
x ∈ H ; we denote it by(ŷ(·, s; x), û(·, s; x)). By (2.10) and (2.7) we have

ŷ(t, s; x) =
{

U (t, s)x + Ls[û(·, s; x)](t) if 0 ≤ s ≤ t < T,
U (T, s)x + LsT[û(·, s; x)] if 0 ≤ s< t = T.

(2.11)

In addition, uniqueness implies that

ŷ(t, s; x) = ŷ(t, r ; ŷ(r, s; x)) for 0≤ s ≤ r ≤ t ≤ T, (2.12)

û(t, s; x) = û(t, r ; ŷ(r, s; x)) for 0≤ s ≤ r ≤ t < T. (2.13)

3. The Optimal Pair

Following again [LT1] and [LT3] we want to get some representation formulas for the
optimal controlû(·, s; x). By Hypothesis 1.7,P1/2

T L0T is a closed operator with domain
D(L0T ); hence it is clear that for eachs ∈ [0, T [ the operatorP1/2

T LsT is closed too.
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Then setting, for eachs ∈ [0, T [,{
Xs := D(LsT),

(u | v)Xs := (N(·)u | v)L2(s,T,U ) + (PT LsTu | LsTv)H ,

Xs is a Hilbert space; by Hypothesis 1.6 we have the continuous inclusionsXs ⊆
L2(s, T,U ) ⊆ X∗s and, for eachs ∈ [0, T [,

‖u‖L2(s,T,U ) ≤ ν−1/2‖u‖Xs, ∀u ∈ Xs,

‖u‖X∗s ≤ ν−1/2‖u‖L2(s,T,U ), ∀u ∈ L2(s, T,U ).
(3.1)

By definition of Xs we also have

‖P1/2
T LsT‖L(Xs,H) ≤ 1, ‖L∗sT P1/2

T ‖L(H,X∗s ) ≤ 1, ∀s ∈ [0, T [. (3.2)

Plugging the state equation (2.10) into the cost functional (2.9) we obtain the following
expression forJs:

Js(u) =
∫ T

s
{(M(t)[U (t, s)x + (Lsu)(t)] | U (t, s)x + (Lsu)(t))H

+ (N(t)u(t) | u(t))U } dt

+ (PT [U (T, s)x + LsTu] | U (T, s)x + LsTu)H , ∀u ∈ Xs. (3.3)

The optimal control̂u(·, s; x) solves the Euler equation
û(·, s; x) ∈ Xs,[

d

dh
Js(û(·, s; x)+ hv)

]
h=0

= 0, ∀v ∈ Xs,

i.e.,
û(·, s; x) ∈ Xs,∫ T

s
{(M(t)[U (t, s)x + (Lsû(·, s; x))(t)] | (Lsv)(t))H

+ (N(t)û(t, s; x) | v(t))U } dt
+ (PT [U (T, s)x + (LsTû(·, s; x))] | LsTv)H = 0, ∀v ∈ Xs.

(3.4)

Hence we get, using (2.5), (2.11),

(PT ŷ(T, s; x) | LsTv)H

= −
∫ T

s
{L∗s[M(·)ŷ(·, s; x)](t)+ N(t)û(t, s; x) | v(t))U dt, ∀v ∈ Xs;

this impliesPT ŷ(T, s; x) ∈ D(L∗sT) and

(L∗sT PT ŷ(T, s; x)+ L∗s[M(·)ŷ(·, s; x)] + N(·)û(·, s; x) | v)L2(s,T,U ) = 0,

∀v ∈ Xs. (3.5)

As Xs is dense inL2(s, T,U ), we conclude that

û(·, s; x) = −N(·)−1
[
L∗sT PT ŷ(T, s; x)+ L∗s[M(·)ŷ(·, s; x)]] (3.6)
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as an element ofL2(s, T,U ); in addition, by (3.5) and (2.11) we get that

(N(·)+ L∗sT PT LsT + L∗s M(·)Ls)û(·, s; x)
= −L∗sT PTU (T, s)x − L∗s M(·)U (·, s)x (3.7)

as an element ofX∗s .
We again imitate [LT1] and [LT3] by introducing the operator

3sTw := N(·)w(·)+ L∗sT PT LsTw + L∗s M(·)Lsw, w ∈ Xs; (3.8)

clearly,3sT ∈ L(Xs, X∗s). Moreover,3sT is an unbounded operator inL2(s, T,U )with
domain

D(3sT) = {w ∈ Xs : PT LsTw ∈ D(L∗sT)}. (3.9)

Proposition 3.1. Under Hypotheses1.1–1.7 the operator3sT is one-to-one from
D(3sT) onto L2(s, T,U ) and from Xs onto X∗s , with bounded inverse in both cases; in
particular,3sT: D(3sT) ⊆ L2(s, T;U )→ L2(s, T;U ) is closed.

Proof. Define, forw, x ∈ Xs,

a(w, z) := (w | z)Xs + (M(·)Lsw | Lsz)L2(s,T,H)

= (N(·)w | z)L2(s,T,U ) + (PT LsTw | LsTz)H

+ (M(·)Lsw | Lsz)L2(s,T,H). (3.10)

Obviously,

a(w, z) = [3sTw](z), ∀w, z ∈ Xs, (3.11)

a(w, z) = (3sTw | z)L2(s,T,U ), ∀w ∈ D(3sT), ∀z ∈ Xs. (3.12)

The bilinear forma(·, ·) is clearly continuous and coercive onXs: hence by the Lax–
Milgram theorem for eachf ∈ X∗s there exists a uniqueη ∈ Xs such thata(η, z) = f (z)
for eachz ∈ Xs; by (3.11) this means3sTη = f as an element ofX∗s , i.e.,3sT is one-
to-one fromXs onto X∗s . Moreover we get

‖3−1
sT‖L(X∗s ,Xs) ≤ 1. (3.13)

In particular, for eachy ∈ L2(s, T,U ) ⊆ X∗s there exists a uniqueη ∈ Xs such that, by
(3.12),

(3sTη | z)L2(s,T,U ) = (y | z)L2(s,T,U ), ∀z ∈ Xs;

consequently it is easy to see that

|(PT LsTη | LsTz)H | ≤ c(y, η)‖z‖L2(s,T,U ),

so thatPT LsTη ∈ D(L∗sT), i.e.,η ∈ D(3sT) and

(3sTη | z)L2(s,T,U ) = a(η, z) = (y | z)L2(s,T,U ), ∀z ∈ Xs. (3.14)
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By density, we conclude that3sTη = y as an element ofL2(s, T,U ), i.e.,3sT is one-
to-one fromD(3sT) onto L2(s, T,U ); moreover, choosingz = η in (3.14) we readily
get

‖3−1
sT‖L(L2(s,T,U )) ≤ 1. (3.15)

The proof is complete.

Using the operator3sT we can rewrite (3.7) as

û(·, s; x) = −3−1
sT [L∗sT PTU (T, s)x + L∗s M(·)U (·, s)x], (3.16)

which expresses the optimal control in terms of the initial statex.

Remark 3.2. Assuming in Hypothesis 1.7 thatP1/2
T L0T is only closable, the above

arguments apply just by replacing the operatorsP1/2
T LsT by their closed extensions

P1/2
T LsT. The functionalJs can be extended finitely to anyu ∈ D(P1/2

T LsT), since (3.3)
can be rewritten as

Js(u) =
∫ T

s

{(
M(t)[U (t, s)x + (Lsu)(t)] | U (t, s)x + (Lsu)(t)

)
H

+ (N(t)u(t) | u(t))U
}

dt

+ ‖P1/2
T [U (T, s)x + (P1/2

T LsT)u]‖2H , ∀u ∈ D(P1/2
T LsT).

Then we have to takeXs = D(P1/2
T LsT); the operator3sT becomes

3sTw := N(·)w(·)+ (P1/2
T LsT)

∗(P1/2
T LsT)w + L∗s M(·)Lsw, w ∈ Xs,

and the formula for the optimal state is

û(·, s; x) = −3−1
sT

[
(P1/2

T LsT)
∗P1/2

T U (T, s)x + L∗s M(·)U (·, s)x
]
.

Similar changes are needed in the next sections: we omit the details.

4. Pointwise Estimates for the Optimal Pair

We collect here some pointwise estimates concerning the optimal pair.

Proposition 4.1. Under Hypotheses1.1–1.7, let (ŷ(·, s; x), û(·, s; x)) be the optimal
pair relative to the control problem(2.9)–(2.10).Then we have:

(i) ‖û(·, s; x)‖L2(s,T,U ) ≤ c1‖û(·, s; x)‖Xs ≤ c2‖x‖H , ∀s ∈ [0, T [;
(ii) ‖ŷ(·, s; x)‖L2(s,T,H) ≤ c‖x‖H , ∀s ∈ [0, T [;
(iii) ‖P1/2

T ŷ(T, s; x)‖H ≤ c‖x‖H , ∀s ∈ [0, T [.
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Proof (compare with Proposition 2.1 of [LT3]). (i) Easy consequence of (3.1) and (3.16),
using (3.13), (3.2), Hypotheses 1.3 and 1.7, and (2.6).

(ii) It follows by (2.11) using Hypothesis 1.3 and (2.4).
(iii) It follows by (2.11), using Hypotheses 1.3 and 1.7, (3.2), and (i).

Our next result is a refinement of the preceding estimates; it seems to be new even
in the autonomous case.

Proposition 4.2. Under Hypotheses1.1–1.7, let (ŷ(·, s; x), û(·, s; x)) be the optimal
pair relative to the control problem(2.9)–(2.10).Then we have:

(i) lim s→T− ‖û(·, s; x)‖Xs = 0,∀x ∈ H ;
(ii) lim s→T− ‖P1/2

T ŷ(T, s; x)− P1/2
T x‖H = 0,∀x ∈ H .

Proof. (i) We write

‖û(·, s; x)‖Xs ≤ ‖û(·, s; x)+3−1
sT L∗sT PT x‖Xs + ‖3−1

sT L∗sT PT x‖Xs.

The first term on the right-hand side tends to 0 ass→ T− since by (3.16), (3.13), (3.2),
(2.6), and Hypotheses 1.3, 1.6, and 1.7 we have

‖û(·, s; x)+3−1
sT L∗sT PT x‖Xs

= ‖ −3−1
sT [L∗sT PT [U (T, s)− 1H ]x + L∗s M(·)U (·, s)x]‖Xs

≤ ‖P1/2
T ‖L(H)‖[U (T, s)− 1H ]x‖H + c(T − s)α‖x‖H .

Concerning the second term, following the proof of (5.8) of [LT3] we remark that the
vector space

D := D(L∗0T P1/2
T ) = {z ∈ H : P1/2

T z ∈ D(L∗0T )}

is dense inH , since, by Hypothesis 1.7,L∗0T P1/2
T is the adjoint of the closed and densely

defined operatorP1/2
T L0T . For a fixedε > 0, selectz ∈ D such that‖P1/2

T x− z‖H < ε;
then, by (3.13), (3.2), Proposition 2.1(i), and (3.1),

‖3−1
sT L∗sT PT x‖Xs

≤ ‖3−1
sT L∗sT P1/2

T [ P1/2
T x − z]‖Xs + ‖3−1

sT L∗sT P1/2
T z‖Xs

≤ cε + ‖L∗sT P1/2
T z‖X∗s ≤ cε + ‖L∗sT P1/2

T z‖L2(s,T;U ), ∀s ∈ [0, T [;

thus by Proposition 2.1(ii) we get that

lim
s→T−

‖3−1
sT L∗sT PT x‖Xs = 0,

which proves (i).
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(ii) We have, by (3.2),

‖P1/2
T ŷ(T, s; x)− P1/2

T x‖H ≤ ‖P1/2
T [U (T, s)− 1H ]x‖H + ‖P1/2

T LsTû(·, s; x)‖H

≤ c‖U (T, s)x − x‖H + c‖û(·, s; x)‖Xs,

and the result follows by (i).

The main statement of this section is the following theorem, which is a maximal
regularity result for the optimal pair; the use of the spacesZγ,η (see Definition A.1 of
Appendix A) allows us to refine the corresponding results of Theorem 3.6(i) of [LT3].

Theorem 4.3. Under Hypotheses1.1–1.7,let (ŷ(·, s; x), û(·, s; x)) be the optimal pair
relative to the control problem(2.9)–(2.10).Thenû(·, s; x) andŷ(·, s; x) are continuous
in [s, T [; more precisely we have:

(i) û(·, s; x) ∈ Z1−α,δ([s, T [,U ) and

‖û(·, s; x)‖Z1−α,δ([s,T [,U ) ≤ c‖x‖H , ∀s ∈ [0, T [;
(ii) ŷ(·, s; x) ∈ C([s, (s+ T)/2]; H) ∩ Z0,α(]s, (s+ T)/2], H) ∩ Z1−2α,α([(s+

T)/2, T [, H) and

‖ŷ(·, s; x)‖L∞(s,(s+T)/2;H) + ‖ŷ(·, s; x)‖Z0,α(]s,(s+T)/2],H)

+‖ŷ(·, s; x)‖Z1−2α,α([(s+T)/2,T [,H) ≤ c‖x‖H , ∀s ∈ [0, T [.

Proof. We need some lemmas.

Lemma 4.4. Under Hypotheses1.1–1.5and1.7let the operator Ls be defined by(2.3),
and for p∈ [1,∞[ set

r :=
p/(1− αp) if p < 1/α,

arbitrary <∞ if p = 1/α,
+∞ if p > 1/α.

Then for each s∈ [0, T [ we have:

(i) ‖Lsu‖Lr (s,T,H) ≤ c‖u‖L p(s,T,U );
(ii) ‖Lsu‖Cα([s,T ],H) ≤ c‖u‖L∞(s,T,U );

(iii) ‖Lsu‖Zγ−α,α([s,T [,H) ≤ c‖u‖Cγ ([s,T [,U ), ∀γ ∈ [0,1]− {α};
(iv) ‖L∗sv‖Lr (s,T,U ) ≤ c‖v‖L p(s,T,H);
(v) ‖L∗sv‖Cδ([s,T ],U ) ≤ c‖v‖L∞(s,T,H);

(vi) ‖L∗sv‖Zγ−α,δ([s,T [,U ) ≤ c‖v‖Cγ ([s,T [,H), ∀γ ∈ [0,1]− {α}.

Proof. (i) It follows by (2.3) and Hypotheses 1.3 and 1.5, by using Theorem 383 of
[HLP].

(ii) Writing, for s ≤ τ < t ≤ T ,

Lsu(t)− Lsu(τ )
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= −
∫ t

τ

U (t, r )A(r )G(r )u(r ) dr

−
∫ τ

s

∫ t

τ

A(q)U (q, r )A(r )G(r )u(r ) dq dr

=
∫ t

τ

[
[−A(r )∗]1−αU (t, r )∗

]∗
[−A(r )]αG(r )u(r ) dr

+
∫ τ

s

∫ t

τ

A(q)U

(
q,

q + r

2

)[
[−A(r )∗]1−αU

(
q + r

2
, r

)∗]∗
× [−A(r )]αG(r )u(r ) dq dr, (4.1)

by Hypotheses 1.3–1.5 we easily obtain

‖Lsu(t)− Lsu(τ )‖H

≤ c

{∫ t

τ

(t − r )α−1 dr +
∫ τ

s

∫ t

τ

(q − r )α−2 dq dr

}
‖u‖L∞(s,T,U )

≤ c(t − τ)α‖u‖L∞(s,T,U ).

(iii) For s ≤ τ < t ≤ T andγ ∈ [0,1] we get, by (4.1) in the same way as before,

‖Lsu(t)− Lsu(τ )‖H ≤ c

{∫ t

τ

(t − r )α−1(T − r )−γ dr

+
∫ τ

s

∫ t

τ

(q − r )α−2 dq(T − r )−γ dr

}
‖u‖Cγ ([s,T [,U )

≤ c(t − τ)α(T − t)−γ ‖u‖Cγ ([s,T [,U );
for γ 6= α the result then follows by Proposition A.2 in Appendix A below.

(iv) It follows by (2.5) and Hypotheses 1.3 and 1.5, by using Theorem 383 of [HLP].
(v) Writing, for s ≤ τ < t ≤ T ,

L∗sv(t)− L∗sv(τ)

= [[−A(t)]αG(t)− [−A(τ )]αG(τ )
]∗ ∫ T

t
[−A(t)∗]1−αU (r, t)∗v(r ) dr

+ [[−A(τ )]αG(τ )
]∗ ∫ T

t

[
[−A(t)∗]1−αU (r, t)∗

− [−A(τ )∗]1−αU (r, τ )∗
]
v(r ) dr

− [[−A(τ )]αG(τ )
]∗ ∫ t

τ

[−A(τ )∗]1−αU (r, τ )∗v(r ) dr, (4.2)

by Hypotheses 1.3–1.5 we easily obtain

‖L∗sv(t)− L∗sv(τ)‖U
≤ c

{
(t − τ)δ

∫ T

t
(r − t)α−1 dr +

∫ T

t
(t − τ)δ(r − t)α−δ−1 dr

+
∫ t

τ

(r − τ)α−1 dr

}
‖v‖L∞(s,T,H)

≤ c(t − τ)δ‖v‖L∞(s,T,H).
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(vi) For s ≤ τ < t ≤ T andγ ∈ [0,1] we get, by (4.2) in the same way as before,

‖L∗sv(t)− L∗sv(τ)‖U
≤ c

{
(t − τ)δ

∫ T

t
(r − t)α−1(T − r )−γ dr

+
∫ T

t
(t − τ)δ(r − t)α−δ−1(T − r )−γ dr

+
∫ t

τ

(r − τ)α−1(T − r )−γ dr

}
‖v‖Cγ ([s,T [,H)

≤ c(t − τ)δ(T − t)α−δ−γ ‖v‖Cγ ([s,T [,H);
for γ 6= α the result then follows by Proposition A.2 in Appendix A below.

Remark 4.5. For further use we notice that ifu ∈ Cγ ([s, T [,U ), γ ∈ [0,1], we have

‖Lsu(t)‖H ≤ c(t − s)α(T − t)−γ ‖u‖Cγ ([s,t [,U ) for s ≤ t < T; (4.3)

this follows by Lemma 4.4(iii) sinceLsu(s) = 0.

Lemma 4.6. Under Hypotheses1.1–1.7, let ŷ(·, s; x) be the optimal state relative to
the control problem(2.9)–(2.10),and let the operators Ls and LsT be defined by(2.3)
and(2.7).Then we have:

(i) L∗s M(·)U (·, s)x ∈ Cδ([s, T ],U ) and

‖L∗s M(·)U (·, s)x)‖Cδ([s,T ],U ) ≤ c‖x‖H ;
(ii) L∗sT PT ŷ(T, s; x) ∈ Z1−α,δ([s, T [,U ) and

‖L∗sT PT ŷ(T, s; x)‖Z1−α,δ([s,T [,U ) ≤ c‖x‖H .

Proof. (i) It is a consequence of Hypotheses 1.3, 1.6, and Lemma 4.4.
(ii) By Hypothesis 1.7,PT ŷ(T, s; x) is a well-defined element ofH . Next, by (2.8),

Hypotheses 1.3–1.5, and Proposition 4.1(iii) we have, fors ≤ τ ≤ t < T ,

‖[L∗sT PT ŷ(T, s; x)](t)− [L∗sT PT ŷ(T, s; x)](τ )‖U
≤ ‖ [[−A(t)]αG(t)− [−A(τ )]αG(τ )

]∗ [
[−A(t)∗]1−αU (T, t)∗

]
PT ŷ(T, s; x)‖U

+ ‖ [[−A(τ )]αG(τ )
]∗ [

[−A(t)∗]1−αU (T, t)∗ − [−A(τ )∗]1−αU (T, τ )∗
]

× PT ŷ(T, s; x)‖U
≤ c(t − τ)δ(T − t)α−1‖x‖H + c(t − τ)δ(T − t)α−δ−1‖x‖H ,

and the result follows by Proposition A.2 in Appendix A below.

Lemma 4.7. Under Hypotheses1.1–1.7, let û(·, s; x) be the optimal control relative
to the control problem(2.9)–(2.10),and let the operator Ls be defined by(2.3).Then we
have L∗s M(·)Lsû(·, s; x) ∈ Z1−α,δ([s, T [,U ) and

‖L∗s M(·)Lsû(·, s; x)‖Z1−α,δ([s,T [,U ) ≤ c‖x‖H .
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Proof. We rewrite (3.7) as

N(·)û(·, s; x) = −L∗sT PT ŷ(·, s; x)− L∗s M(·)U (·, s)x − L∗s M(·)Lsû(·, s; x)
=: F − L∗s M(·)Lsû(·, s; x). (4.4)

By Lemma 4.6 we have

‖F‖Z1−α,δ([s,T [,U ) ≤ c‖x‖H ; (4.5)

on the other hand, sincêu(·, s; x) ∈ L2(s, T;U ) we have, by Lemma 4.4(i)–(iv) and
Proposition 4.1(i),

‖L∗s M(·)Lsû(·, s; x)‖Lq(s,T,U ) ≤ c‖x‖H ,

where

q :=


2/(1− 4α) if α < 1
4,

arbitrary <∞ if α = 1
4,

+∞ if α > 1
4.

By (4.4) we getû− N(·)−1F ∈ Lq(s, T;U ), and sinceN(·)−1 ∈ Cδ([0, T ],L(U )) by
Hypothesis 1.6, (4.5) impliesN(·)−1F ∈ Z1−α,δ([s, T [,U ); thus, by Lemma 4.4,

L∗s M(·)Ls(N(·)−1F) ∈ Z1−α,δ([s, T [,U ),

L∗s M(·)Ls(û− N(·)−1F) ∈ Lr (s, T;U ),
where

r :=


2/(1− 8α) if α < 1
8,

arbitrary <∞ if α = 1
8,

+∞ if α > 1
8.

Hence (4.4) now yieldŝu− N(·)−1F ∈ Lr (s, T;U ). After a finite number of steps, we
find

L∗s M(·)Ls(N(·)−1F) ∈ Z1−α,δ([s, T [,U ),

L∗s M(·)Ls(û− N(·)−1F) ∈ L∞(s, T;U ),
which finally givesû− N(·)−1F ∈ L∞(s, T;U ). Applying once more Lemma 4.4 we
obtain

L∗s M(·)Ls(N(·)−1F) ∈ Z1−α,δ([s, T [,U ),

L∗s M(·)Ls(û− N(·)−1F) ∈ Cδ([s, T ],U ),

and the result follows.

Let us prove Theorem 4.3. The proof of part (i) is easy: indeed, by (4.4),

û(·, s; x) = −N(·)−1L∗sT PT ŷ(·, s; x)− N(·)−1L∗s M(·)U (·, s)x
− N(·)−1L∗s M(·)Lsû(·, s; x);
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the right member of this identity belongs toZ1−α,δ([s, T [,U ) in view of Hypothesis 1.6
and Lemmas 4.6 and 4.7, and the estimate also follows.

Let us prove part (ii): as‖U (t, s)‖L(H) ≤ c for 0≤ s ≤ t ≤ T and

‖U (t, s)−U (τ, s)‖L(H) =
∥∥∥∥∫ t

τ

A(q)U (q, s) dq

∥∥∥∥
L(H)

≤ c
t − τ
τ − s

for s< τ ≤ t ≤ T, (4.6)

Propositions A.2 and A.4 in Appendix A yield

‖U (·, s)x‖Z0,α(]s,T ],H) ≤ c‖U (·, s)x‖Z0,1(]s,T ],H) ≤ c‖x‖H ; (4.7)

on the other hand, by (i) and Lemma 4.4,

‖Lsû(·, s; x)‖Z1−2α,α([s,T [,H) ≤ c‖x‖H . (4.8)

Hence by (2.11), (4.7), and (4.8) we get, fors< τ ≤ t < T ,

‖ŷ(t, s; x)− ŷ(τ, s; x)‖H ≤ c[(t − τ)α(τ − s)−α + (t − τ)α(T − t)α−1]‖x‖H

≤ c(t − τ)α(τ − s)−α(T − t)α−1‖x‖H ,

and (ii) is proved by using again Proposition A.2 (continuity and theL∞ estimate in
[s, (T + s)/2] are obvious). The proof of Theorem 4.3 is complete.

Remark 4.8. The results of Theorem 4.3 improve the corresponding ones, relative
to the autonomous case, see Theorem 3.6 of [LT3]; however, we cannot have here the
analyticity of the optimal state, which is a special feature of the autonomous situation.

5. The Operatorsϕ(t, s), P(t)

We define the state operatorϕ(t, s) relative to the control problem (2.9)–(2.10): we set,
for 0≤ s ≤ t ≤ T ,

ϕ(t, s)x := ŷ(t, s; x), ∀x ∈ H. (5.1)

Let us collect the main properties of this operator. By Theorem 4.3(ii), we haveϕ(t, s) ∈
L(H) for 0≤ s ≤ t < T and, by (2.13),

ϕ(t, t) = 1H , ϕ(t, s) = ϕ(t, r )ϕ(r, s) for 0≤ s ≤ r ≤ t ≤ T. (5.2)

Next, by Proposition 4.1(ii)

‖ϕ(·, s)‖L(H,L2(s,T,H)) ≤ c, ∀s ∈ [0, T [. (5.3)

Proposition 5.1. Under Hypotheses1.1–1.7, let ϕ(t, s) be defined by(5.1).Then

t → ϕ(t, s)x ∈ C1−2α([s, T [, H), ∀x ∈ H, ∀s ∈ [0, T [;
s→ ϕ(t, s)x ∈ C([0, t ], H), ∀x ∈ H, ∀t ∈ ]0, T [.
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Proof. The first assertion follows by Theorem 4.3(i). Concerning the second one, fix
t ∈ ]0, T [ and lets ∈ [0, t ]: then we have, asτ → s+,

‖ϕ(t, τ )x − ϕ(t, s)x‖H ≤ ‖ϕ(t, τ )‖L(H)‖x − ϕ(τ, s)x‖H → 0,

whereas asτ → s−, by the strong continuity ofs→ U (t, s) in [0, T ], by (4.3) and by
Theorem 4.3(i),

‖ϕ(t, τ )x − ϕ(t, s)x‖H

≤ ‖ϕ(t, s)‖L(H)‖ϕ(s, τ )x − x‖H

≤ ‖ϕ(t, s)‖L(H)
[‖U (s, τ )x − x‖H + ‖[Lτ û(·, τ ; x)](s)‖H

]
≤ ‖ϕ(t, s)‖L(H)

[‖U (s, τ )x − x‖H + c(s− τ)α(T − s)α−1‖x‖H
]→ 0.

In particular, by Proposition 5.1 and the Uniform Boundedness Principle we obtain

‖ϕ(t, s)‖L(H) ≤ c(s, T, ε),

∀s ∈ [0, T [, ∀ε ∈ ]0, T − s[, ∀t ∈ [s, T − ε[; (5.4)

by Theorem 4.3(ii) we also get

‖ϕ(t, s)‖L(H) ≤ c(T − t)2α−1, ∀s ∈ [0, T [, ∀t ∈ [s, T [. (5.5)

In addition, by Proposition 4.1(iii),

‖P1/2
T ϕ(T, s)‖L(H) ≤ c, ∀s ∈ [0, T [. (5.6)

We now define the Riccati operatorP(t): for t ∈ [0, T [ we set

P(t) :=
∫ T

t
U (r, t)∗M(r )ϕ(r, t) dr +U (T, t)∗PTϕ(T, t). (5.7)

By (5.5) and (5.6) we getP(t) ∈ L(H) for eacht ∈ [0, T [ and P ∈ L∞(0, T,L(H));
moreover, it is clear that [−A(t)∗]ηP(t) ∈ L(H) for eacht ∈ [0, T [ andη ∈ [0,1[, and
by (5.5) and Hypotheses 1.3 and 1.5 the following estimates hold:

‖[−A(t)∗]ηP(t)‖L(H) ≤ c(η)(T − t)−η, ∀t ∈ [0, T [, ∀η ∈ [0,1[, (5.8)

‖G(t)∗A(t)∗P(t)‖L(H) ≤ c(T − t)α−1, ∀t ∈ [0, T [. (5.9)

The operatorP(t) allows us to express the optimal costû(t, s; x) as a function of the
optimal statêy(t, s; x).

Proposition 5.2. Under Hypotheses1.1–1.7, let P(t) be defined by(5.7). Then for
s ∈ [0, T [ and t ∈ [s, T [ we have

û(t, s; x) = N(t)−1G(t)∗A(t)∗P(t)ŷ(t, s; x), ∀x ∈ H. (5.10)

We remark that, as usual, the above formula in fact means

û(t, s; x) = −N(t)−1
[
[−A(t)]αG(t)

]∗
[−A(t)∗]1−αP(t)ŷ(t, s; x), ∀x ∈ H,

which is meaningful by Hypothesis1.5and(5.8).
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Proof. Let 0≤ s< t < T . By (3.6), (2.8), (5.1), and (2.5) we have, fors ≤ τ ≤ t and
y ∈ H ,

û(t, τ ; y) = N(t)−1G(t)∗A(t)∗

×
[
U (T, t)∗PTϕ(T, τ )y+

∫ T

t
U (r, t)∗M(r )ϕ(r, τ )y dr

]
;

hence choosingτ = t andy = ϕ(t, s)x we get, by (5.2), (5.7), and (5.1),

û(t, t;ϕ(t, s)x)
= N(t)−1G(t)∗A(t)∗

[
U (T, t)∗PTϕ(T, s)x +

∫ T

t
U (r, t)∗M(r )ϕ(r, s)x dr

]
= N(t)−1G(t)∗A(t)∗P(t)ϕ(t, s)x
= N(t)−1G(t)∗A(t)∗P(t)ŷ(t, s; x),

and the result follows by (2.13).

Remark 5.3. (i) As, by Theorem 4.3,̂u(·, s; x) ∈ L2(s, T,U )∩ Z1−α,δ([s, T [,U ), we
immediately deduce thatN−1G∗A∗Pϕ(·, s)x belongs to the same space and

‖N−1G∗A∗Pϕ(·, s)x‖L2(s,T,U ) + ‖N−1G∗A∗Pϕ(·, s)x‖Z1−α,δ([s,T [,U ) ≤ c‖x‖H ,

∀s ∈ [0, T [.

(ii) By (5.1), (2.11), and (5.10) we may rewrite the optimal dynamics as follows:

ϕ(τ, t) = U (τ, t)−
∫ τ

t
U (τ, r )A(r )G(r )N(r )−1G(r )∗A(r )∗P(r )ϕ(r, t) dr,

0≤ t ≤ τ < T. (5.11)

Proposition 5.4. Under Hypotheses1.1–1.7, let P(t) be defined by(5.7). Then for
each x, y ∈ H and t ∈ [0, T [ we have

(P(t)x | y)H

=
∫ T

t
(M(t)ϕ(τ, t)x | ϕ(τ, t)y)H dτ + (PTϕ(T, t)x | ϕ(T, t)x)H

+
∫ T

t
(G(τ )∗A(τ )∗P(τ )ϕ(τ, t)x | N(τ )−1G(τ )∗A(τ )∗P(τ )ϕ(τ, t)y)U dτ,

and, in particular, P(t) is self-adjoint and positive. Moreover,

Jt (û(·, t, x)) = (P(t)x | x)H , ∀t ∈ [0, T [, ∀x ∈ H. (5.12)

Proof. We have, by (5.7),

(P(t)x | y)H =
∫ T

t
(M(τ )ϕ(τ, t)x | U (τ, t)y)H dτ + (PTϕ(T, t)x | U (T, t)y)H .
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Now we replaceU (τ, t) by its expression deduced from (5.11); the resulting double
integral is convergent since the integrand is square integrable over1 := {(τ, r ) : t <
r < τ < T}: this follows easily by (5.3), Hypothesis 1.3, and Remark 5.3(i). Hence by
the Fubini–Tonelli theorem we get

(P(t)x | y)H

=
∫ T

t
(M(τ )ϕ(τ, t)x | ϕ(τ, t)y)H dτ

+
∫ T

t

∫ T

r
(M(τ )ϕ(τ, t)x | U (τ, r )A(r )G(r )N(r )−1

× G(r )∗A(r )∗P(r )ϕ(r, t)y)H dτ dr

+ (PTϕ(T, t)x | ϕ(T, t)y)H + (PTϕ(T, t)x | LtT û(·, t; y))H

(recalling thatPTϕ(T, t)x ∈ D(L∗tT ))

=
∫ T

t
(M(τ )ϕ(τ, t)x | ϕ(τ, t)y)H dτ + (PTϕ(T, t)x | ϕ(T, t)y)H

+
∫ T

t

∫ T

r
(G(r )∗A(r )∗U (τ, r )∗M(τ )ϕ(τ, t)x | N(r )−1G(r )∗A(r )∗

× P(r )ϕ(r, t)y)U dτ dr

+
∫ T

t
(G(r )∗A(r )∗U (T, r )∗PTϕ(T, t)x | N(r )−1G(r )∗A(r )∗

× P(r )ϕ(r, t)y)U dr.

Finally, by (5.7) and (5.2) we conclude that

(P(t)x | y)H

=
∫ T

t
(M(τ )ϕ(τ, t)x | ϕ(τ, t)y)H dτ + (PTϕ(T, t)x | ϕ(T, t)y)H

+
∫ T

t
(G(r )∗A(r )∗P(r )ϕ(r, t)x | N(r )−1G(r )∗A(r )∗P(r )ϕ(r, t)y)U dr;

thusP(t) ∈ 6(H). Choosing in particulary = x, we obtainP(t) ≥ 0 and

(P(t)x | x)H

=
∫ T

t
(M(τ )ŷ(τ, t; x) | ŷ(τ, t; x))H dτ + (PT ŷ(T, t; x) | ŷ(T, t; x))H

+
∫ T

t
(N(r )û(r, t; x) | û(r, t; x))U dr

= Jt (û(·, t : x)).

The next result seems to be new even in the autonomous case (compare with Section 5
of [LT3].

Theorem 5.5. Under Hypotheses1.1–1.7, let P(t) be defined by(5.7).Then we have

lim
t→T−
‖P(t)x − PT x‖H = 0, ∀x ∈ H.
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Proof. We have, by (5.7) and (2.11),

‖P(t)x − PT x‖H

≤
∥∥∥∥∫ T

t
U (r, t)∗M(r )ϕ(r, t)x dr

∥∥∥∥
H

+ ‖U (T, t)∗P1/2
T [ P1/2

T ŷ(T, t; x)− P1/2
T x]‖H + ‖[U (T, t)∗ − 1H ] PT x‖H

(by (5.5), Hypotheses 1.3, 1.7, and Proposition 4.2(ii))

≤ c(T − t)2α + o(1) as s→ T−.

6. Differentiability Properties of ϕ(t, s)

From now on our technique differs from that of [LT3]. We start from the integral equation
established in Remark 5.3:

ϕ(t, s) = U (t, s)

−
∫ t

s
U (t, τ )A(τ )G(τ )N(τ )−1G(τ )∗A(τ )∗P(t)ϕ(τ, s) dτ. (6.1)

We state some results concerning the differentiability properties of the operatorϕ(t, s)
with respect to botht ands. Since the proofs are very long and technical, we omit them
here: all details can be found in [AT5].

We start with the study oft → ϕ(t, s).

Proposition 6.1. Under Hypotheses1.1–1.7letϕ(t, s)be the operator defined by(5.1).
Then for0≤ s< t < T we have

lim
h→0

(
ϕ(t + h, s)− ϕ(t, s)

h
x | y

)
H

= ([1H − G(t)N(t)−1G(t)∗A(t)∗P(t)]ϕ(t, s)x | A(t)∗y)H ,

∀x ∈ H, ∀y ∈ DA(t)∗ .

Proof. See [AT5].

Remark 6.2. In the autonomous case of [LT3], using the analyticity oft → ϕ(t, s)x,
it is shown thatŷ(t, s; x) − Gû(t, s; x) ∈ DA, i.e., the range of the operator [1H −
GN−1G∗A∗P(t)]ϕ(t, s) is contained inDA for eacht ∈ [s, T [; this proves, in that
situation, the strong differentiability oft → ϕ(t, s) and the formula

d

dt
ϕ(t, s)x = A(t)[1H − G(t)N(t)−1G(t)∗A(t)∗P(t)]ϕ(t, s)x, t ∈]s, T [ (6.2)

(compare with Lemma 4.4 of [LT3]). On the contrary, in our situation we cannot use
analyticity and it is not clear whether or not

[1H − G(t)N(t)−1G(t)∗A(t)∗P(t)]ϕ(t, s)x
= ŷ(t, s; x)− G(t)û(t, s; x) ∈ DA(t). (6.3)
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However, this property holds true provided we impose some restrictions on the expo-
nentsδ, α in Hypotheses 1.4 and 1.5, as shown in Proposition 6.12 below. In concrete
parabolic initial-boundary value problems, (6.3) and consequently (6.2) may be proved
directly: indeed, for fixedt the vector in (6.3) solves an elliptic system with homogeneous
boundary datum, so that the elliptic regularity theorems apply (see Remark 9.5 below).

We now consider the properties ofs → ϕ(t, s). Fix a numberε ∈]0, T [. For
0≤ q < T − ε we introduce the integral operator

[Kqg](t) :=
∫ t

q
U (t, τ )A(τ )G(τ )N(τ )−1G(τ )∗A(τ )∗P(τ )g(τ ) dτ,

t ∈ [q, T − ε], (6.4)

whose kernel is

K (t, τ ) := U (t, τ )A(τ )G(τ )N(τ )−1G(τ )∗A(τ )∗P(τ ),
0≤ τ < t < T, (6.5)

and satisfies, by Hypotheses 1.4–1.6 and (5.9),

‖K (t, τ )‖L(H) ≤ c(t − τ)α−1(T − τ)α−1 for 0≤ τ < t < T; (6.6)

in particular,

‖K (t, τ )‖L(H) ≤ cε(t − τ)α−1 for 0≤ τ < t ≤ T − ε. (6.7)

It is shown in [AT5] that we have(1+ Kq)
−1 ∈ L(Bγ (]q, T − ε],L(H))) for each

γ ∈ [0,1[ and

‖(1+ Kq)
−1‖L(Bγ (]q,T−ε],H)) ≤ cε, ∀q ∈ [0, T − ε], ∀γ ∈ [0,1[

(the spaceBγ is introduced in Definition A.1 of Appendix A). Moreover this operator
can be written as

[(1+ Kq)
−1g](t) = g(t)+

∫ t

q
R(t, σ )g(σ ) dσ,

∀g ∈ Bγ (]q, T − ε], H), ∀t ∈ [q, T − ε], (6.8)

where the kernelR(t, σ ) is given by

R(t, σ ) :=
∞∑

m=1

(−1)mKm(t, σ ), (6.9)

with

K1(t, σ ) := K (t, σ ), Km+1(t, σ ) :=
∫ t

σ

Km(t,q)K (q, σ ) dq, ∀m ∈ N+.

It also satisfies

‖R(t, τ )‖L(H) ≤ cε(t − τ)α−1 for 0≤ τ < t ≤ T − ε. (6.10)



382 P. Acquistapace and B. Terreni

All these facts are proved in [AT5]. Hence we can rewrite (6.1), for 0≤ s< t ≤ T − ε,
as

ϕ(t, s) = [(1+ Ks)
−1(U (·, s))](t) = U (t, s)+

∫ t

s
R(t, σ )U (σ, s) dσ,

t ∈ [s, T − ε]. (6.11)

This formula is the starting point for the direct computation of the derivativeϕs(t, s).
The following preliminary lemmas are proved in [AT5].

Lemma 6.3. Under Hypotheses1.1–1.7 let ϕ(t, s) be defined by(5.1).Then

‖ϕ(t, τ )− ϕ(t, s)‖L(H) ≤ cε(τ − s)δ(t − τ)−δ for 0≤ s ≤ τ < t ≤ T − ε.

Lemma 6.4. Under Hypotheses1.1–1.7 let P(t) be defined by(5.7).Then

‖[−A(τ )∗]1−αP(τ )− [−A(s)∗]1−αP(s)‖L(H) ≤ cε(τ − s)δ

for 0≤ s ≤ τ ≤ T − ε.

Lemma 6.5. Under Hypotheses1.1–1.7 let K(t, τ ) be defined by(6.5).Then:

(i) ‖K (t, s)−K (τ, s)‖L(H) ≤ cε(t−τ)δ(τ−s)α−1−δ for 0≤ s< τ ≤ t ≤ T−ε;
(ii) ‖K (t, τ )−K (t, s)‖L(H) ≤ cε(τ−s)δ(t−τ)α−1−δ for 0≤ s ≤ τ < t ≤ T−ε;

(iii) ‖K (t,q)−K (τ,q)−K (t, s)+K (τ, s)‖L(H) ≤ cε(t−τ)δ(q−s)δ(τ−q)α−1−2δ

for 0≤ s ≤ q < τ ≤ t ≤ T − ε.

Remark 6.6. (i) As shown in [AT5], Lemma 6.5 tells us that the operatorsKq and
(1+ Kq)

−1 belong toL(Iγ (]q, T − ε], H)), γ ∈ [1,1+ δ[, for eachq ∈ [0, T − ε[,
with norms bounded independently ofq (the spaceIγ is introduced in Definition A.6 of
Appendix A).

(ii) The kernelR(t, σ ) introduced in (6.9) satisfies the same estimates asK (t, σ )
does, i.e., (6.10) and

‖R(t, s)− R(τ, s)‖L(H) ≤ cε(t − τ)δ(τ − s)α−1−δ

for 0≤ s< τ ≤ t ≤ T − ε, (6.12)

‖R(t, τ )− R(t, s)‖L(H) ≤ cε(τ − s)δ(t − τ)α−1−δ

for 0≤ s ≤ τ < t ≤ T − ε, (6.13)

‖R(t,q)− R(τ,q)− R(t, s)+ R(τ, s)‖L(H) ≤ cε(t − τ)δ(q − s)δ(τ − q)α−1−2δ

for 0≤ s ≤ q < τ ≤ t ≤ T − ε. (6.14)

Indeed, it follows by induction (see [AT5]) that these estimates hold for each iterated
kernelKm(t, σ ) with constantscm such thatcmTm → 0 asm→ ∞, so that they hold
for R(t, σ ) too.
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Lemma 6.7. Under Hypotheses1.1–1.4 there exists an operator V(t, s) ∈ L(H),
continuous for0≤ s< t ≤ T , such that for0≤ s ≤ σ < t ≤ T we have:

(i) (d/ds)U (t, s) = V(t, s), V(t, s)x = −U (t, s)A(s)x, ∀x ∈ DA(s);
(ii) ‖V(t, s)‖L(H) ≤ c(t − s)−1;
(iii) ‖V(t, s)+ A(s)e(t−s)A(s)‖L(H) ≤ c(t − s)δ−1;
(iv) ‖V(t, σ )− V(t, s)‖L(H) ≤ cη(σ − s)η(t − σ)−1−η, ∀η ∈ ]0, δ[;
(v) ‖V(t, σ )+ A(σ )e(t−σ)A(σ ) − V(t, s)− A(s)e(t−s)A(s)‖L(H) ≤ cη(σ − s)η(t −

σ)δ−1−η, ∀η ∈ ]0, δ[;
(vi) ‖[V(t, σ )−V(t, s)] A(s)−1‖L(H) ≤ cη[(σ−s)η(t−σ)−η+(σ−s)µ(t−σ)ρ−1],
∀η ∈ ]0, δ[.

Remark 6.8. Lemma 6.7 implies that for eachx ∈ H the functionV(·, s)x belongs to
the spaceI1(]s, T ], H), since by (iii) we obtain, for eacht ∈ ]s, T ],

∃ lim
h→0+

∫ t

s+h
V(τ, s)x dτ

=
∫ t

s
[V(τ, s)+ A(s)e(τ−s)A(s)]x dτ − [e(t−s)A(s)x − x] in H ;

hence by (ii) and (iv) we also get, for eachη ∈ ]0, δ[,

V(·, s) ∈ Z1,η(]s, T ],L(H)),
V(·, s)x ∈ Z∗1,η(]s, T ], H), ∀x ∈ H. (6.15)

Similarly, by (iii) and (v) we obtain, for eachη ∈ ]0, δ[,

V(·, s)+ A(s)e(·−s)A(s) ∈ Z1−δ,η(]s, T ],L(H)). (6.16)

Now we return to (6.11). For smallh we easily obtain

ϕ(t, s+ h)− ϕ(t, s)
h

=
[
(1+ Ks+h)

−1

(
U (·, s+ h)−U (·, s)

h
+ 1

h

∫ s+h

s
K (·, τ )ϕ(τ, s) dτ

)]
(t)

for s< s+ h ≤ t ≤ T − ε, (6.17)

ϕ(t, s− h)− ϕ(t, s)
−h

=
[
(1+ Ks)

−1

(
U (·, s− h)−U (·, s)

−h
+ 1

h

∫ s

s−h
K (·, τ )ϕ(τ, s− h) dτ

)]
(t)

for 0≤ s− h < s ≤ t ≤ T − ε; (6.18)

by (6.8) we can rewrite them as

ϕ(t, s+ h)− ϕ(t, s)
h
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= U (t, s+ h)−U (t, s)

h
+ 1

h

∫ s+h

s
K (t, τ )ϕ(τ, s) dτ

+
∫ t

s+h
R(t, σ )

(
U (σ, s+ h)−U (σ, s)

h
+ 1

h

∫ s+h

s
K (σ, τ )ϕ(τ, s) dτ

)
dσ,

t ∈ ]s+ h, T − ε], (6.19)

ϕ(t, s− h)− ϕ(t, s)
−h

= U (t, s− h)−U (t, s)

−h
+ 1

h

∫ s

s−h
K (t, τ )ϕ(τ, s− h) dτ

+
∫ t

s
R(t, σ )

(
U (σ, s−h)−U (σ, s)

−h
+ 1

h

∫ s

s−h
K (σ, τ )ϕ(τ, s− h)dτ

)
dσ,

t ∈ ]s, T − ε]. (6.20)

Proceeding formally, lettingh→ 0+ we find

ϕs(t, s) = V(t, s)+ K (t, s)+
∫ t

s
R(t, σ )[V(σ, s)+ K (σ, s)] dσ,

i.e.,

ϕs(t, s) = [(1+ Ks)
−1[V(·, s)+ K (·, s)]](t), t ∈]s, T − ε]. (6.21)

Notice that this formula is not meaningful inL(H), since the operator(1+Ks)
−1 acts in

I1(]s, T− ε],L(H)) but does not operate inZ1,η(]s, T− ε],L(H)), whereas, by (6.21),
V(·, s) is in the latter space but is not in the former one. However, for eachx ∈ X we
haveV(·, s)x ∈ I1(]s, T − ε], H), so that instead of (6.20) we may write

d

ds
[ϕ(t, s)x] = [(1+ Ks)

−1[V(·, s)x + K (·, s)x]](t),

∀t ∈ ]s, T − ε], ∀x ∈ H. (6.22)

Nevertheless, it can be shown thatϕs(t, s) exists in the sense ofL(H); in fact we have:

Theorem 6.9. Under Hypotheses1.1–1.7, let ϕ(t, s) be the operator defined by(6.1).
Then for0≤ s< t < T it holds, in the sense ofL(H), that

d

ds
ϕ(t, s) = V(t, s)+

∫ t

s
R(t, σ )[V(σ, s)+ A(s)e(σ−s)A(s)] dσ

−
∫ t

s
[R(t, σ )− R(t, s)] A(s)e(σ−s)A(s) dσ − R(t, s)e(t−s)A(s),

where V(t, s) = (d/ds)U (t, s) and R(t, s) is defined by(6.9).

We remark that this formula reduces to (6.22) when applied to anyx ∈ H .

Proof. See [AT5].
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Corollary 6.10. Under Hypotheses1.1–1.7,letϕ(t, s) be the operator defined by(6.1).
Then for0≤ s< t < T we have, in the sense ofL(H),[

d

ds
ϕ(t, s)

]
A(s)−1 = −U (t, s)−

∫ t

s
R(t, σ )U (σ, s) dσ − R(t, s)A(s)−1.

Proof. It is an easy consequence of Theorem 6.9 and Lemma 6.7(i).

Remark 6.11. The result of Theorem 6.9 guarantees thatϕs(t, s) exists for 0≤ s <
t < T ; in addition, for eachη > 0 and 0≤ s< t < T ,

‖ϕs(t, s)‖L(H) ≤ cT−s(T − t)2α−1(t − s)−1, (6.23)

‖ϕs(t, s)A(s)
−1‖L(H) ≤ cT−s(T − t)2α−1(t − s)α−1. (6.24)

Indeed, for fixeds ∈ [0, T [, if t ≤ (T + s)/2 we have, by (6.22), Lemma 6.7(ii), and
(6.7),

‖ϕs(t, s)‖L(H) ≤ c(T−s)/2(t − s)−1;

on the other hand, if(T + s)/2< t < T the identity (5.2) implies, using also (5.5), that

‖ϕs(t, s)‖L(H) = ‖ϕ(t, (T + s)/2)ϕs((T + s)/2, s)‖L(H)
≤ c(T − t)2α−1c(T−s)/2(T − s)−1,

so that (6.23) follows. Similarly, ift ≤ (T+s)/2 we have, by Corollary 6.10 and (6.10),

‖ϕs(t, s)A(s)
−1‖L(H) ≤ c(T−s)/2(t − s)α−1,

whereas ift ≤ (T + s)/2 we have, by (5.5),

‖ϕs(t, s)A(s)
−1‖L(H) = ‖ϕ(t, (T + s)/2)ϕs((T + s)/2, s)A(s)−1‖L(H)

≤ c(T − t)2α−1c(T−s)/2(t − s)α−1,

and (6.24) also follows.
We also remark that by (5.6) we deduce thatP1/2

T ϕs(t, s) exists even whent = T ,
and for eachs ∈ [0, T [ we obtain

P1/2
T ϕs(T, s) = P1/2

T ϕ

(
T,

T + s

2

)
ϕs

(
T + s

2
, s

)
, (6.25)

‖P1/2
T ϕs(T, s)‖L(H) ≤ cT−s. (6.26)

We end this section with a result concerning the differentiability ofϕ(t, s) with
respect tot , under some restrictions on the exponentsδ andα.
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Proposition 6.12. Under Hypotheses1.1–1.7,let (ŷ(t, s; x), û(t, s; x)) be the optimal
pair for the control problem(2.9)–(2.10).We have

ŷ(t, s; x)− G(t)û(t, s; x) ∈ DA(t), ∀t ∈ [s, T [,

provided the numbersδ andα satisfyα + δ > 1.

Proof. Assumeα + δ > 1. By (2.10) and (2.3) we have for 0≤ s < t < T , using
Lemma 6.7(i),

ŷ(t, s; x) = U (t, s)x −
∫ t

s
U (t,q)A(q)G(q)û(q, s; x) dq

= U (t, s)x +
∫ t

s

[
[−A(q)∗]1−αU (t,q)∗

]∗
× [−A(q)]αG(q)[û(q, s; x)− û(t, s; x)] dq

+
∫ t

s

[
[−A(q)∗]1−αU (t,q)∗

]∗
× [[−A(q)]αG(q)− [−A(t)]αG(t)

]
û(t, s; x) dq

−
∫ t

s

[
[−A(q)∗]U (t,q)∗

]∗
× [[−A(q)]−α − [−A(t)]−α

]
[−A(t)]αG(t)û(t, s; x) dq

+ G(t)û(t, s; x)−U (t, s)G(t)û(t, s; x);
hence, denoting byTi , i = 1,2,3, the integral terms in the last member, we get

ŷ(t, s; x)− G(t)û(t, s; x) = U (t, s)[x − G(t)û(t, s; x)] +
3∑

i=1

Ti , (6.27)

and the first term on the right-hand side belongs toDA(t). We now show thatA(t)Ti ∈ H
for i = 1,2,3: by Hypotheses 1.3 and 1.5 and Theorem 4.3(ii) we have

‖A(t)T1‖H

=
∥∥∥∥ ∫ t

s

[
[−A(q)∗]1−αU (t,q)∗A(t)∗

]∗
× [−A(q)]αG(q)[û(q, s; x)− û(t, s; x)] dq

∥∥∥∥
H

≤ c
∫ t

s
(t − q)α−2+δ(T − t)α−1+δdq ≤ c(t − s)α+δ−1(T − t)α+δ−1, (6.28)

and similarly

‖A(t)T2‖H =
∥∥∥ ∫ t

s

[
[−A(q)∗]1−αU (t,q)∗A(t)∗

]∗
× [[−A(q)]αG(q)− [−A(t)]αG(t)

]
û(t, s; x) dq

∥∥∥
H

≤ c
∫ t

s
(t − q)α−2+δ(T − t)α−1dq ≤ c(t − s)α+δ−1(T − t)α−1. (6.29)
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Now we remark that

‖[−A(q)]−α − [−A(t)]−α‖L(H) ≤ c(t − q)µ for 0≤ q ≤ t ≤ T; (6.30)

indeed, asα + ρ ≥ α + δ > 1, this estimate follows, proceeding as in Lemma 2.7(i) of
[AFT]. By (6.30) we deduce

‖A(t)T3‖H =
∥∥∥∥ ∫ t

s

[
[−A(q)∗]U (t,q)∗A(t)∗

]∗ [
[−A(q)]−α − [−A(t)]−α

]
× [−A(t)]αG(t)û(t, s; x) dq

∥∥∥∥
H

≤ c
∫ t

s
(t − q)α−2+µ(T − t)α−1 dq

≤ c(t − s)α+µ−1(T − t)α−1. (6.31)

By (6.28), (6.29), and (6.31) we see that the right member of (6.27) belongs toDA(t).
The proof is complete.

7. The Operators3(t)

Under Hypotheses 1.1 and 1.2, a precise definition of the linear unbounded operator
P→ A(t)∗P+ P A(t), appearing in (0.4), can be given in the following way (compare
with [D]). Fix P in the Banach space(6(H), ‖ · ‖L(H)) and consider the sesquilinear
form defined onDA(t) × DA(t) by

ϕP(t; x, y) := (A(t)x, Py)H + (Px, A(t)y)H , x, y ∈ DA(t). (7.1)

We set

D3(T) := {P ∈ 6(H) : ∃c(t; P) > 0 : |ϕP(t; x, y)|
≤ c(t; P)‖x‖H‖y‖H ,∀x, y ∈ DA(t)

}
. (7.2)

If P ∈ D3(t), thenϕP(t; ·, ·) has a unique extension̄ϕP(t; ·, ·) to H × H such that{
ϕ̄P(t; x, y) = ϕP(t; x, y), ∀x, y ∈ DA(t),

|ϕ̄P(t; x, y)| ≤ c(t; P)‖x‖H‖y‖H , ∀x, y ∈ H ; (7.3)

hence by Riesz’ Representation Theorem there exists an operatorQP(t) ∈ L(H) such
that

ϕ̄P(t; x, y) = (QP(t)x | y)H , ∀x, y ∈ H. (7.4)

Now we define

3(t)P := QP(t), ∀P ∈ D3(t), (7.5)

i.e.,

(3(t)Px | y)H = ϕ̄P(t; x, y), ∀x, y ∈ H. (7.6)
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We remark that ifP ∈ D3(t) andx ∈ DA(t), then in particular

|(Px | A(t)y)H | = |ϕ̄P(t; x, y)− (A(t)x | Py)H |
≤ [c(t; P)‖x‖H + ‖A(t)x‖H ] ‖y‖H ;

this meansPx ∈ DA(t)∗ and

3(t)Px = A(t)∗Px+ P A(t)x, ∀x ∈ DA(t), ∀P ∈ D3(t), (7.7)

i.e., (0.4) holds when evaluated at anyx ∈ DA(t). In particular, by (7.4), (7.3), (7.1), and
(7.7) it follows easily that

(QP(t)x | y)H = (x | QP(t)y)H , ∀x, y ∈ DA(t),

and therefore3(t)P ≡ QP(t) ∈ 6(H) for eachP ∈ D3(t).
The properties of the family{3(t), t ∈ [0, T ]} are summarized in the following

statement.

Proposition 7.1. Under Hypotheses1.1and1.2,the family{3(t)} satisfies:

(i) For each t ∈ [0, T ], 3(t) generates in6(H) the analytic semigroup eξ3(t)

given by

eξ3(t)P = eξ A(t)∗Peξ A(t), P ∈ 6(H), (7.8)

and in particular Hypothesis1.1 holds for {3(t)} in 6(H) for eachθ0 ∈
]π/2, θ [ with a suitable constant M0 := M(θ0) ≥ M , i.e., we have∥∥[λ−3(t)]−1

∥∥
L(6(H)) ≤ M0 [1+ |λ|]−1 ,

∀λ ∈ S(θ0), ∀t ∈ [0, T ]. (7.9)

(ii) Hypothesis1.2 holds for{3(t)} in 6(H) with the sameµ and for eachρ0 ∈
]1− µ, ρ[, with a suitable constant N0 := N(ρ0) ≥ N, i.e., we have∥∥3(t)[λ−3(t)]−1[3(t)−1−3(s)−1]

∥∥
L(6(H))

≤ N0|t − s|µ[1+ |λ|]−ρ0, ∀λ ∈ S(θ0), ∀t, s ∈ [0, T ]. (7.10)

(iii) The evolution operator E(t, s) of the family{3(T − t)} is given by

E(t, s)P = U (T − s, T − t)∗PU(T − s, T − t),

0≤ s ≤ t ≤ T, P ∈ 6(H). (7.11)

Proof. See Section 2 of [A2].

Remark 7.2. (i) According to the remarks in Section 1, it can be shown thatE(t, s)
satisfies Hypotheses 1.3 and 1.4 in6(H), with A(t) replaced by3(T− t) andδ replaced
by δ0 := ρ0+ µ− 1. In particular we have

E(T − t,0)P = U (T, t)∗PU(T, t), ∀t ∈ [0, T ], ∀P ∈ 6(H). (7.12)
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(ii) The domainsD3(t) are in general not dense inL(H), as the following char-
acterization shows (compare with Remark 8.3 below). Thus the analytic semigroups
generated by each3(t) in 6(H) are not continuous at 0. A detailed study of such kinds
of semigroups can be found in [Si] or in the book [Lu].

Proposition 7.3. Under Hypotheses1.1–1.4we have

D3(τ) =
{

P ∈ 6(H) : lim
s→τ

∥∥U (τ, s)∗P − P
∥∥
L(H) = 0

}
=
{

P ∈ 6(H) : lim
t→τ

∥∥U (t, τ )∗P − P
∥∥
L(H) = 0

}
.

Proof. We just prove the result whenτ = T , since the caseτ ∈ [0, T [ is quite similar.
If P ∈ D3(T), fix ε > 0 and chooseQ ∈ D3(T) such that‖P − Q‖L(H) < ε. Then,
recalling that

d

ds
U (T, s)∗ = A(s)∗U (T, s)∗, ∀s ∈ [0, T [

(compare with Lemma 6.7(i)), we get∥∥U (T, s)∗P − P
∥∥
L(H)

≤ ∥∥[U (T, s)∗ − 1H
]
(P − Q)

∥∥
L(H) +

∥∥U (T, s)∗Q− Q
∥∥
L(H)

≤ c‖P − Q‖L(H) +
∥∥∥∥∫ T

s
A(τ )∗U (T, τ )∗Q dτ

∥∥∥∥
L(H)

. (7.13)

Now by the representation formula in Proposition 3.1 of [A2] is is easy to see that

D3(T) ⊆
{
Q ∈ 6(H) : [−A(T)∗]ηQ ∈ L(H)} , ∀η ∈ [0,1[;

thus by (7.13) and Hypothesis 1.3 it follows that

‖U (T, s)∗P − P‖L(H)
≤ c‖P − Q‖L(H)
+
∥∥∥∥∫ T

s

[
[−A(τ )∗]U (T, τ )∗[−A(T)∗]−η

]
[−A(T)∗]ηQ dτ

∥∥∥∥
L(H)

≤ c‖P − Q‖L(H) + c
∫ T

s
(T − τ)η−1‖[−A(T)∗]ηQ‖L(H) dτ

≤ cε + c‖[−A(T)∗]ηQ‖L(H)(T − s)η,

so thatU (T, s)∗P→ P inL(H) ass→ T−. Conversely, assume thatU (T, s)∗P→ P
in L(H) ass→ T−; then we also have

‖PU(T, s)− P‖L(H) =
∥∥[U (T, s)∗P − P

]∗∥∥
L(H)→ 0 as s→ T−.

Hence, by (7.12),

‖E(T − s,0)P − P‖L(H)
= ‖U (T, s)∗PU(T, s)− P‖L(H)
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≤ ∥∥[U (T, s)∗ − 1H
]

PU(T, s)
∥∥
L(H) + ‖P [U (T, s)− 1H ]‖L(H)

≤ c
∥∥[U (T, s)∗P − P

∥∥
L(H) + ‖PU(T, s)− P‖L(H)→ 0 as s→ T−;

this shows thatP ∈ D3(T).

The following proposition is a consequence of the results of Proposition B.1 in
Appendix B below.

Proposition 7.4. Under Hypotheses1.1and1.2,consider the linear backward Cauchy
problem:{

Q′(t) = −3(t)Q(t)− F(t), t ∈ [0, T [,
Q(T) = QT .

(i) If QT ∈ D3(T) and F ∈ L1(0, T;6(H)) ∩ Z1,η([0, T [, 6(H)), η ∈ ]0, δ[,
then there exists a unique classical solution Q, such that moreover Q′ and
3(·)Q(·) belong to Z∗1,η([0, T [, 6(H)).

(ii) If QT ∈ D3(T) and F ∈ B(0, T;6(H))∩ Z0,η([0, T [, 6(H)), then the classi-
cal solution Q satisfies Q′,3(·)Q(·) ∈ B(0, T;6(H))∩ Z0,η([0, T [, 6(H)).

(iii) If QT ∈ D3(T), F ∈ C([0, T ], 6(H)) ∩ Z0,η([0, T [, 6(H)), and3(T)QT +
F(T) ∈ D3(T), then there exists a unique strict solution Q, such that moreover
Q′,3(·)Q(·) ∈ Z0,η([0, T [, 6(H)).

(iv) In all cases Q is given by

Q(t) = E(T − t,0)QT +
∫ T

t
E(T − t, T − σ)F(σ ) dσ, t ∈ [0, T ],

where E(τ, s) is the evolution operator associated to{3(T − ·)}.
(The spaces Zγ,η and Z∗γ,η are defined in Definitions A.1 and A.6 of Appendix A below.

Proof. The functionR(t) := Q(T − t), i.e.,

R(t) = E(t,0)QT +
∫ t

0
E(t, s)F(T − s) ds, t ∈ [0, T ],

is, by Proposition B.1 of Appendix B, the classical or strict solution of the problem{
R′(t) = 3(T − t)R(t)+ F(T − t), t ∈ ]0, T ],
R(0) = QT ;

hence all statements follow by the corresponding ones in Proposition B.1.

We now return to the Riccati operatorP(t) introduced in (5.7). In order to prove that
it is a classical solution of Riccati equation (0.4), we show thatP(t) belongs toD3(t)

for eacht ∈ [0, T [. More precisely:
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Theorem 7.5. Under Hypotheses1.1–1.7, let P(t) be the operator defined in(5.7).
Then we have P(t) ∈ D3(t) for each t∈ [0, T [ and

(3(t)P(t)x | y)H

=
∫ T

t

{
(M(τ )ϕ(τ, t)x | V(τ, t)y)H + (V(τ, t)x | M(τ )ϕ(τ, t)y)H

}
dτ

+ (PTϕ(T, t)x | V(T, t)y)H + (V(T, t)x | PTϕ(T, t)y)H , ∀t ∈ [0, T [,

whereϕ(τ, t) is defined by(5.1)and V(τ, t) = (d/dt)U (τ, t).

Proof. Forx, y ∈ DA(t) we write, by (7.1) and (5.7),

ϕP(t)(x, y) = (P(t)x | A(t)y)H + (A(t)x | P(t)y)H

=
∫ T

t

{(
M(τ )ŷ(τ, t; x) | U (τ, t)A(t)y)H

+ (U (τ, t)A(t)x | M(τ )ŷ(τ, t; y))
H

}
dτ

+ (PT ŷ(T, t; x) | U (T, t)A(t)y)H

+ (U (T, t)A(t)x | PT ŷ(T, t; y))H . (7.14)

By (2.11) we obtain

ϕP(t)(x, y)

=
∫ T

t

{
(M(τ )U (τ, t)x | U (τ, t)A(t)y)H

+ (U (τ, t)A(t)x | M(τ )U (τ, t)y)H

}
dτ

−
∫ T

t

{ (
M(τ )Lt [û(·, t; x)](τ ) | U (τ, t)A(t)y

)
H

+ (U (τ, t)A(t)x | M(τ )Lt [û(·, t; y)](τ )
)

H

}
dτ

+ {(PTU (T, t)x | U (T, t)A(t)y)H + (U (T, t)A(t)x | PTU (T, t)y)H

}
− {(PT LtT [û(·, t; x)] | U (T, t)A(t)y)H

− (U (T, t)A(t)x | PT LtT [û(·, t; y)])H

}
=:

4∑
i=1

Ii .

Let us estimate the termsIi . By Hypothesis 1.6, Theorem 4.3(i), (4.3), and Lemma
6.7(i)–(ii),

|I2| ≤ c
∫ T

t
(τ − t)α−1(T − τ)α−1 dτ‖x‖H‖y‖H

≤ c(T − t)2α−1‖x‖H‖y‖H , (7.15)

whereas by (3.2), Proposition 4.1(i), and Lemma 6.7(i)–(ii),

|I4| ≤ c
∥∥∥P1/2

T

∥∥∥
L(H)

(T − t)−1
{‖û(·, t; x)‖Xt‖y‖H + ‖û(·, t; y)‖Xt‖x‖H

}
≤ c(T − t)−1‖x‖H‖y‖H . (7.16)
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Next, by (7.12) and Proposition 7.1,

|I3| = |(A(t)∗U (T, t)∗PTU (T, t)x | y)H + (U (T, t)∗PTU (T, t)A(t)x | y)H

= |(3(t)E(T − t,0)PT x | y)H | ≤ c(T − t)−1‖x‖H‖y‖H . (7.17)

Finally, concerning the termI1, we remark that by Proposition 7.4 the functiont →∫ T
t E(T − t, T − τ)M(τ ) dτ is the classical solution of{

R′(t) = −3(t)R(t)− M(t), t ∈ [0, T [,
R(T) = 0,

with M ∈ Cδ([0, T ], 6(H)) by Hypothesis 1.6, and obviously 0∈ D3(T); hence it
follows that

t → 3(t)
∫ T

t
E(T − t, T − τ)M(τ ) dτ ∈ B(0, T;6(H)) ∩ Z0,η([0, T [, 6(H)),

∀η ∈ ]0, δ[.

Hence we have, by (7.12),

|I1| =
∣∣∣∣(A(t)∗

∫ T

t
U (τ, t)∗M(τ )U (τ, t) dτ x | y

)
H

+
(∫ T

t
U (τ, t)∗M(τ )U (τ, t) dτ A(t)x | y

)
H

∣∣∣∣
=
∣∣∣∣(3(t) ∫ T

t
E(T − t, T − τ)M(τ ) dτ x | y

)
H

∣∣∣∣ ≤ c‖x‖H‖y‖H . (7.18)

By (7.15)–(7.18) we conclude that

|ϕP(t)(x, y)| ≤ c(T − t)−1‖x‖H‖y‖H ,

which shows, by definition (see (7.2)), thatP(t) ∈ D3(t). In addition, by (7.14), (5.1),
and Lemma 6.7(i), we obtain the desired expression for the operator3(t)P(t).

8. The Riccati Equation

We are now ready to show that the operatorP(t) defined by (5.7) solves the Riccati
differential equation (0.4). We start with the following result, which is more general than
Theorem 1.1(viii) of [LT3] even in the autonomous case:

Theorem 8.1. Under Hypotheses1.1–1.7, let P(t) be defined by(5.7).Then for each
x, y ∈ H we have(P(·)x | y)H ∈ C1([0, T [) and

d

dt
(P(t)x | y)H = − (M(t)x | y)H − (3(t)P(t)x | y)H

+ (P(t)A(t)G(t)N(t)−1G(t)∗A(t)∗P(t)x | y
)

H
. (8.1)
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Proof. Assume firstx, y ∈ DA(t), with fixed t ∈ [0, T [. Then, starting from (5.7), for
0< h < (T − t)/2 we can write(

P(t + h)− P(t)

h
x | y

)
H

=
(∫ T

t+h

U (σ, t + h)∗ −U (σ, t)∗

h
M(σ )ϕ(σ, t + h)x dσ | y

)
H

+
(∫ T

t+h
U (σ, t)∗M(σ )

ϕ(σ, t + h)− ϕ(σ, t)
h

x dσ | y

)
H

−
(

1

h

∫ t+h

t
U (σ, t)∗M(σ )ϕ(σ, t)x dσ | y

)
H

+
(

U (T, t + h)∗ −U (T, t)∗

h
PTϕ(T, t + h)x | y

)
H

+
(

U (T, t)∗PT
ϕ(T, t + h)− ϕ(T, t)

h
x | y

)
H

=:
5∑

i=1

Ii .

Now by lemma 6.7 we have

I1 =
∫ T

t+h

(
M(σ )ϕ(σ, t + h)x | 1

h

∫ t+h

t
[V(σ,q)− V(σ, t)]y dq

)
H

dσ

+
∫ T

t+h
(M(σ )ϕ(σ, t + h)x | V(σ, t)y)H dσ

(by (5.5) and Lemma 6.7(vi)–(i))

= −
∫ T

t
(M(σ )ϕ(σ, t)x | U (σ, t)A(t)y)H dσ + O(hδ/2)+ O(hµ),

as h→ 0+.

Next,

I2 =
∫ T

t+h

(
M(σ )

1

h

∫ t+h

t
[ϕq(σ,q)− ϕt (σ, t)]x dq | U (σ, t)y

)
H

dσ

+
∫ T

t+h
(M(σ )ϕt (σ, t)x | U (σ, t)y)H dσ

(by (6.22))

=
∫ T

t+h

(
M(σ )

1

h

∫ t+h

t
[V(σ,q)− V(σ, t)]x dq | U (σ, t)y

)
H

dσ

+
∫ T

t+h

(
M(σ )

1

h

∫ t+h

t
[K (σ,q)− K (σ, t)]x dq | U (σ, t)y

)
H

dσ

+
∫ T

t+h

(
M(σ )

1

h

∫ t+h

t

∫ σ

q
R(σ, p)

× [V(p,q)x − V(p, t)x] dp dq | U (σ, t)y
)

H

dσ
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+
∫ T

t+h

(
M(σ )

1

h

∫ t+h

t

∫ σ

q
R(σ, p)

× [K (p,q)x − K (p, t)x] dp dq | U (σ, t)y
)

H

dσ

−
∫ T

t+h

(
M(σ )

1

h

∫ t+h

t

∫ q

t
R(σ, p)

× [−U (p, t)A(t)x+K (p, t)x] dp dq | U (σ, t)y
)

H

dσ

+
∫ T

t+h
(M(σ )ϕt (σ, t)x | U (σ, t)y)H dσ

(by Lemma 6.7(vi), Lemma 6.5(ii), (6.10), and Lemma 6.7(i))

=
∫ T

t
(M(σ )ϕt (σ, t)x | U (σ, t)y)H dσ + O(hδ/2)+ O(hδ)+ O(hα)

as h→ 0+.

We remark that in view of (6.24) the limit ofI2 is meaningful, i.e., the integral converges.
ConcerningI3, I4, andI5, by Proposition 5.1 we have

I3 = −
(

1

h

∫ t+h

t
U (σ, t)∗M(σ )ϕ(σ, t)x dσ | y

)
H

= − (M(t)x | y)H + o(1) as h→ 0+;
by Proposition 5.1 and Lemma 6.7(i) we get

I4 =
(

PTϕ(T, t + h)x | U (T, t + h)−U (T, t)

h
y

)
H

= − (PTϕ(T, t)x | U (T, t)A(t)y)H + o(1) as h→ 0+;
finally by (6.25) we obtain

I5 =
(

PT
ϕ(T, t + h)− ϕ(T, t)

h
x | U (T, t)y

)
H

= (PTϕt (T, t)x | U (T, t)y)H + o(1) as h→ 0+.

Summing up, we have

lim
h→0+

(
P(t + h)− P(t)

h
x | y

)
H

= −
∫ T

t
(M(σ )ϕ(σ, t)x | U (σ, t)A(t)y)H dσ

+
∫ T

t
(M(σ )ϕt (σ, t)x | U (σ, t)y)H dσ − (M(t)x | y)H

− (PTϕ(T, t)x | U (T, t)A(t)y)H + (PTϕt (T, t)x | U (T, t)y)H ,

∀x, y ∈ DA(t).
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A quite similar calculation shows that the same limit is obtained ash→ 0−. This shows
that for eacht ∈ [0, T [ and x, y ∈ DA(t) the derivative of(P(τ )x | y)H exists at the
point τ = t and[

d

dτ
(P(τ )x | y)H

]
τ=t

= −
∫ T

t
(M(σ )ϕ(σ, t)x | U (σ, t)A(t)y)H dσ

+
∫ T

t
(M(σ )ϕt (σ, t)x | U (σ, t)y)H dσ − (M(t)x | y)H

− (PTϕ(T, t)x | U (T, t)A(t)y)H + (PTϕt (T, t)x | U (T, t)y)H . (8.2)

We show not that (8.1) holds. Denote byTi , i = 1,2,3,4,5, the terms on the right-hand
side of (8.2): then by (5.7) we see that

T1+ T4 = −(P(t)x | A(t)y)H ,

T3 = −(M(t)x | y)H ,

T2+ T5 =
([∫ T

t
U (σ, t)∗M(σ )ϕt (σ, t) dσ +U (T, t)∗PTϕt (T, t)

]
x | y

)
H

.

Now, choosing anyr ∈ ]t, T [ and using (5.7) and (5.2), we can rewriteT2+ T5 as

T2+ T5 = (U (r, t)∗P(r )ϕt (r, t)x | y)H +
(∫ r

t
U (σ, t)∗M(σ )ϕt (σ, t) dσ x | y

)
H

;

now the second term tends to 0 asr → t+, since, by (6.24),∣∣∣∣(∫ r

t
U (r, σ )∗M(σ )ϕt (σ, t) dσ x | y

)
H

∣∣∣∣ ≤ c(T−t)/2‖A(t)x‖H‖y‖H (r − t)α,

whereas the first term transforms in the following manner: using (6.22),(
U (r, t)∗P(r )ϕt (r, t)x | y

)
H

= (U (r, t)∗P(r )V(r, t)x | y
)

H
+ (U (r, t)∗P(r )K (r, t)x | y)H

−
(

U (r, t)∗P(r )
∫ r

t
K (r, σ )ϕt (σ, t)x dσ | y

)
H

(by Lemma 6.7(i) and (6.5))

= −(U (r, t)∗P(r )U (r, t)A(t)x | y)H

+ (U (r, t)∗P(r )U (r, t)A(t)G(t)N(t)−1G(t)∗A(t)∗P(t)x | y)H

− (U (r, t)∗P(r )
∫ r

t
K (r, σ )ϕt (σ, t)x dσ | y)H ;

thus asr → t+ we obtain that

−(U (r, t)∗P(r )U (r, t)A(t)x | y)H →−(P(t)A(t)x | y)H = −(A(t)x | P(t)y)H ,
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(U (r, t)∗P(r )U (r, t)A(t)G(t)N(t)−1G(t)∗A(t)∗P(t)x | y)H

= −([−A(t)]αG(t)N(t)−1G(t)∗A(t)∗P(t)x | [−A(t)∗]1−αU (r, t)∗P(r )y)H

(sinceP(t) ∈ L(H, D([−A(t)∗]η)) for eachη ∈]0,1[)

→−([−A(t)]αG(t)N(t)−1G(t)∗A(t)∗P(t)x | [−A(t)∗]1−αP(t)y)H

= (P(t)A(t)G(t)N(t)−1G(t)∗A(t)∗P(t)x | y)H ,

and the last term tends to 0 asr → t+, since, by (6.7) and (6.24),∣∣∣∣(U (r, t)∗P(r )
∫ r

t
K (r, σ )ϕt (σ, t)x dσ | y

)
H

∣∣∣∣ ≤ c(T−t)/2‖A(t)x‖H‖y‖H (r − t)2α.

Summing up, we have obtained[
d

dτ
(P(τ )x | y)H

]
τ=t

=
5∑

i=1

Ti

= −(P(t)x | A(t)y)H − (M(t)x | y)H − (A(t)x | P(t)y)H

+ (P(t)A(t)G(t)N(t)−1G(t)∗A(t)∗P(t)x | y)H ;

hence by Theorem 7.5[
d

dτ
(P(τ )x | y)H

]
τ=t

= −(3(t)P(t)x | y)H − (M(t)x | y)H

+ (P(t)A(t)G(t)N(t)−1G(t)∗A(t)∗P(t)x | y)H ,

∀x, y ∈ DA(t).

Finally we observe that the right member of the above equality is a bounded linear
operator inH for eacht ∈ [0, T [; thus, sinceDA(t) is dense inH , we obtain in a
standard way that the equality holds for eachx, y ∈ H . The proof of Theorem 8.1 is
complete.

We remark that this result, even whenA(t) ≡ A, improves Theorem 4.5 of [LT3].
However, in fact, we have more: the next result in the autonomous case was known only
under additional assumptions onPT (see Corollary 1.7 of [LT4]).

Theorem 8.2. Under Hypotheses1.1–1.7, let P(t) be defined by(5.7). Then P ∈
C1([0, T [, 6(H)),3(·)P(·) ∈ C([0, T [, 6(H)), and

P′(t)+3(t)P(t) = −M(t)+ P(t)A(t)G(t)N(t)−1G(t)∗A(t)∗P(t),
∀t ∈ [0, T [. (8.3)

Proof. Let P(t) be given by (5.7) and fixε ∈ ]0, T [. Then P(T − ε) ∈ D(3(T − ε))
by Theorem 7.5, and in addition the function

t →−M(t)+ P(t)A(t)G(t)N(t)−1G(t)∗A(t)∗P(t)
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belongs toCδ([0, T − ε], 6(H)) by Hypotheses 1.5 and 1.6 and Lemma 6.4; hence if
we consider the linear problemQ′(t)+3(t)Q(t) = −M(t)+ P(t)A(t)G(t)N(t)−1G(t)∗A(t)∗P(t),

t ∈ [0, T − ε],
Q(T − ε) = P(T − ε),

by Proposition 7.4 we obtain for this problem a unique classical solutionQ ∈ C([0, T−
ε], 6(H)) ∩ C1([0, T − ε[, 6(H)) with 3(·)Q(·) ∈ C([0, T − ε[, 6(H)).

We want to show thatQ(t) = P(t) for eacht ∈ [0, T − ε]. In order to do this,
we repeat the usual argument (see also the proof of Proposition B.1 in Appendix B): set
R= Q− P and fixt ∈ ]0, T−ε], x, y ∈ H ; thusR(σ ) ∈ D3(σ) for eachσ ∈ [t, T−ε[
and, by Theorem 8.1,

d

dσ
(R(σ )x | y)H = −(3(σ)R(σ )x | y)H , ∀x, y ∈ H, ∀σ ∈ [t, T − ε[.

Consider the function

z(σ ) = (E(T − t, T − σ)R(σ )x | y)H , σ ∈ [t, T − ε];

we have, by (7.11),

z(σ ) = (R(σ )U (σ, t)x | U (σ, t)y)H ,

so that we find thatz is differentiable in ]t, T − ε[ and, by (7.7),

z′(σ ) =
[

d

dσ
(R(σ )ξ | ζ )H

]
ξ=U (σ,t)x,ζ=U (σ,t)y

+ (R(σ )A(σ )U (σ, t)x | U (σ, t)y)H + (R(σ )U (σ, t)x | A(σ )U (σ, t)y)H

= − (3(σ)R(σ )U (σ, t)x | U (σ, t)y)H

+ ([R(σ )A(σ )+ A(σ )∗R(σ )]U (σ, t)x | U (σ, t)y)H = 0,

∀σ ∈ ]t, T − ε[.
Hencez is constant in [t, T − ε], i.e.,

(R(t)x | y)H = z(t) = z(T − ε)
= (E(T − t, ε)R(T − ε)x | y)H = 0, ∀x, y ∈ H ;

this implies

R(t) = 0, ∀t ∈ [0, T − ε],

so thatP ≡ Q in [0, T − ε]; in particular, P′,3(·)P(·) ∈ C([0, T − ε], 6(H)) and
(8.3) holds in [0, T − ε]. By the arbitrariness ofε, we get the desired result.
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Remark 8.3. We know by Theorem 5.5 thatP(t)x→ PT x for eachx ∈ H ast → T−;
in general, however,P(·) does not belong toC([0, T ], 6(H)). In fact we have

P(·) ∈ C([0, T ], 6(H)) ⇔ PT ∈ D3(T). (8.4)

This in turn is equivalent to saying thatP(·) is a classical solution in6(H) of the Riccati
equation (8.3) , in the sense of Appendix B below.

Let us prove property (8.4): ifPT ∈ D3(T), then we can refine the proof of Theo-
rem 5.5 using Proposition 7.3, obtaining that‖P(t)− PT‖L(H) → 0 ast → T−. Con-
versely, ifP(·) ∈ C([0, T ], 6(H)), then obviouslyP(t)→ PT in L(H) ast → T−, so
that by (5.7) and Proposition 7.3 we readily getPT ∈ D3(T).

Notice that the identity operator 1H does not belong toD3(T) unless A(T) is
bounded, and hence in that caseP(t) → 1H just strongly, ast → T−, although the
optimal control of the associated problem (0.1)–(0.2) exists. On the other hand, any com-
pact operatorQ ∈ 6(H), and in particular everyQ ∈ 6(H) with finite dimensional
range, belongs toD3(T). Hence such operators originate classical solutionsP(t) of the
differential Riccati equations such thatP(t)→ PT in L(H) ast → T−, provided they
satisfy Hypothesis 1.7; this assumption is basic for the existence of an optimal control,
as the counterexample in [F3] and the argument in Section 7.1 of [LT2] show.

9. Examples

We consider in this section two control problems whose state equations are nonau-
tonomous parabolic systems with Dirichlet and Neumann boundary conditions, respec-
tively. We think of them as prototypes of the class of problems which are covered by the
abstract assumptions of Section 1.

Following [AFT], letÄ be a bounded open set ofRn, with boundary∂Ä of classC2.
Let {Asj(t, x)}s, j=1,...,n be a set ofN×N complex-valued matrices defined in [0, T ]×Ǟ,
fulfilling the following hypotheses:

Asj ∈ Cγ+1/2
(
[0, T ], [C0(Ǟ)]N2

)
∩ Cγ

(
[0, T ], [C1(Ǟ)]N2

)
,

Re
n∑

s, j=1

(Asj(t, x) · ξj | ξs)CN ≥ ν0

n∑
s=1

|ξs|2CN ,

∀ξ1, . . . , ξn ∈ CN, ∀(t, x) ∈ [0, T ] × Ǟ,

(9.1)

whereγ ∈ ]0,1[, ν0 > 0. We consider the following problems:
Dt y(t, x)−

n∑
s, j=1

Ds[ Asj(t, x) · Dj y(t, x)]

+y(t, x) = 0 in [0, T ] × Ǟ,
y(t, x) = u(t, x) in [0, T ] × ∂Ä,
y(0, x) = y0(x) in Ǟ,

(9.2)



Dt y(t, x)−
n∑

s, j=1

Ds[ Asj(t, x) · Dj y(t, x)]

+y(t, x) = 0 in [0, T ] × Ǟ,
n∑

s, j=1

Asj(t, x) · Dj y(t, x)νs(x) = u(t, x) in [0, T ] × ∂Ä,

y(0, x) = y0(x) in Ǟ,

(9.3)
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wherey0,u are prescribed data on the parabolic boundary of [0, T ] × Ǟ. Hereν(x) is
the unit outward normal vector atx ∈ ∂Ä.

The corresponding control problems are the following:

minimize

J(u) :=
∫ T

0

∫
Ä

(m(t, x)y(t, x) | y(t, x))CN dx dt

+
∫ T

0

∫
∂Ä

(n(t, x)u(t, x) | u(t, x))CN dσx dt +
∫
Ä

|y(T, x)|2CN dx

over all controlsu ∈ L2(]0, T [×∂Ä,CN) subject to the state
equation (9.2) or (9.3);

(9.4)

here the matricesm,nsatisfym ∈ Cγ ([0, T ], [L∞(Ä)]N2
),n ∈ Cγ ([0, T ], [L∞(∂Ä)]N2

),
with m(t, x) andn(t, x)− ν IN (ν > 0) positive definite; hence Hypothesis 1.6 is satis-
fied in H := [L2(Ä)]N andU := [L2(∂Ä)]N with δ = γ . Moreover, Hypothesis 1.7 is
certainly fulfilled sincePT is just the identity operator onH .

Introducing, for eacht ∈ [0, T ], the differential operators

A(t, x, D)v :=
n∑

s, j=1

Ds[ Asj(t, x) · Dj v] − v, x ∈ Ǟ, (9.5)

B0v := v|∂Ä, (9.6)

B1(t, x, D)v :=
n∑

s, j=1

Asj(t, x) · Dj vνs(x), x ∈ ∂Ä, (9.7)

we can define fort ∈ [0, T ] the following abstract operators onH :{
DA0(t) :=

[
W2,2

0 (Ä) ∩W1,2(Ä)
]N
,

A0(t)v := A(t, ·, D)v,
(9.8){

DA1(t) := {v ∈ [W2,2(Ä)]N : B1(t, ·, D)v = 0
}
,

A1(t)v := A(t, ·, D)v.
(9.9)

The adjoint operatorsAr (t)∗ of Ar (t) (r = 0,1) are defined by
DA0(t)∗ :=

[
W1,2(Ä) ∩W1,2

0 (Ä)
]N
,

A0(t)
∗y := A(t, ·, D)y =

n∑
s, j=1

Dj

[
t Asj(t, ·) · Dsy

]
− y,

(9.10)



DA1(t)∗ :=
{

y ∈ [W2,2(Ä)]N : B1(t, ·, D)y

=
n∑

s, j=1

t Asj(t, ·) · Dsyνj = 0

}
,

A1(t)∗y := A(t, ·, D)y,

(9.11)

where t Asj is the matrix whose elements are the conjugates of the elements of the
transposedt Asj of Asj.

The main properties of the operatorsAr (t), Ar (t)∗ in the Hilbert spaceH =
[L2(Ä)]N are listed in the following statement:
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Proposition 9.1. Under assumption(9.1)we have, for r = 0,1:

(i) for each t ∈ [0, T ], the operator Ar (t) is the infinitesimal generator of an
analytic semigroup in H, with dense domain DAr (t);

(ii) the family{Ar (t)} satisfies Hypothesis1.2 in H , with µ = γ + 1
2, ρ = 1

2, so
that we haveδ := γ .

Proof. See Propositions 2.4 and 2.6 of [AFT].

By Proposition 9.1 we can associate to the family{Ar (t)}, r = 0,1, an evolution
operatorUr (t, s) ∈ L(H). Indeed, we have:

Proposition 9.2. Under assumption(9.1),for r = 0,1 and0≤ s< t ≤ T , the evolu-
tion operator Ur (t, s), associated to{Ar (t)}, exists and satisfies all its usual properties;
in particular it fulfills Hypotheses1.3and1.4.

Proof. See Propositions 2.8 and 2.9 and Corollaries 2.10 and 2.11 of [AFT]; see also
Remark 1.8.

We now define the operatorG(t) of Hypothesis 1.5. We introduce the Dirichlet and
Neumann mapsG0(t), G1(t) from U = [L2(∂Ä)]N to H = [L2(Ä)]N , relative to the
operators (9.8) and (9.9), in the following way:

u := G0(t)g ⇔
{
A(t, ·, D)u = 0 inÄ,
B0u = g on ∂Ä,

(9.12)

u := G1(t)g ⇔
{
A(t, ·, D)u = 0 inÄ,
B1(t, ·, D)u = g on ∂Ä.

(9.13)

Theorem 9.3. Under assumption(9.1),we have, for r = 0,1:

(i) the operator Gr (t) is well defined from[L2(∂Ä)]N into the domain of[−Ar (t)]α

for eachα ∈ ]0, αr [, whereα0 := 1
4 andα1 := 3

4;
(ii) {Gr (t)} satisfies Hypothesis1.5 in U = [L2(∂Ä)]N and H = [L2(Ä)]N with

anyα ∈ ]0, αr [, provided we haveγ [1− 2(αr − α)] < αr − α.

Proof. Part (i) is proved in (2.71) of [AFT].
In order to prove part (ii) we need the following:

Lemma 9.4. Under assumption(9.1),we have, for τ, t ∈ [0, T ]:

(i) ‖G0(t)− G0(τ )‖L([L2(∂Ä)]N ,W1/2,2(Ä)]N ≤ c|t − τ |γ+1/4;
(ii) ‖G1(t)− G1(τ )‖L([L2(∂Ä)]N ,W3/2,2(Ä)]N ≤ c|t − τ |γ+1/4.

Proof. Fix g ∈ [C∞(∂Ä)]N ⊆ U and setv := Gr (t)g, w := Gr (τ )g, andu :=
v − w = [Gr (t)− Gr (τ )]g. Then the functionu solves{

A(t, x, D)u = −[A(t, x, D)−A(τ, x, D)]w =: f in Ä
u = 0 on∂Ä

if r = 0, (9.14)
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A(t, x, D)u = −[A(t, x, D)−A(τ, x, D)]w =: f in Ä
B1(t, x, D)u = −[B1(t, x, D)− B1(τ, x, D)]w =: ϕ on ∂Ä

if r = 1. (9.15)

We first consider the caser = 0: then (9.14) means{∑n
s, j=1 Ds[ Asj(t, x) · Dj u] − u = f in Ä,

u = 0 on∂Ä.
(9.16)

Multiplying by ū and integrating by parts we easily get, by (9.2),

ν0‖Du‖2[L2(Ä)]Nn + ‖u‖2[L2(Ä)]N ≤
∣∣( f | u)[L2(Ä)]N

∣∣ ;
recalling the definition off and integrating by parts again we obtain, by (9.1),

ν0‖Du‖2[L2(Ä)]Nn + ‖u‖2[L2(Ä)]N

≤
∣∣∣∣∣ n∑
s, j=1

([
Asj(τ, ·)− Asj(t, ·)

] · Djw | Dsu
)

[L2(Ä)]N

∣∣∣∣∣
≤ c|t − τ |γ+1/2‖Dw‖[L2(Ä)]Nn‖Du‖2[L2(Ä)]Nn, (9.17)

which implies

‖u‖[W1,2(Ä)]N ≤ c|t − τ |γ+1/2‖G0(τ )g‖[W1,2(Ä)]N ,

and hence, by (2.52) of [AFT],

‖u‖[W1,2(Ä)]N ≤ c|t − τ |γ+1/2‖g‖[W1/2,2(∂Ä)]N . (9.18)

On the other hand, letψ ∈ [W2,2(Ä) ∩W1,2
0 (Ä)]N be the solution of the problem{

A(t, ·, D)ϕ = u in Ä,
ψ = 0 on∂Ä;

we remark that, by the classical estimates of [ADN],

‖w‖[W2,2(Ä)]N ≤ c‖u‖[L2(∂Ä)]N . (9.19)

Multiplying (9.14) byψ̄ and integrating twice by parts we get, after some manipulations,

( f | ψ)[L2(Ä)]N = (A(t, ·, D)u | ψ)[L2(Ä)]N = ‖u‖2[L2(Ä)]N ;

hence, using the definition off , two more integrations by parts yield

‖u‖2[L2(Ä)]N =
∣∣∣∣∣∣
(

g |
n∑

s, j=1

[t Asj(τ, ·)− t Asj(t, ·)] · Dsψνj

)
[L2(∂Ä)]N

−
(
w |

n∑
s, j=1

Dj ([
t Asj(τ, ·)− t Asj(t, ·)] · Dsψ)

)
[L2(Ä)]N

∣∣∣∣∣∣
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≤ ‖g‖[W−1/2,2(∂Ä)]N

∥∥∥∥∥ n∑
s, j=1

[t Asj(τ, ·)− t Asj(t, ·)] · Dsψνj

∥∥∥∥∥
[W1/2,2(∂Ä)]N

+ ‖w‖[L2(Ä)]N

∥∥∥∥∥ n∑
s, j=1

Dj ([
t Asj(τ, ·)− t Asj(t, ·)] · Dsψ)

∥∥∥∥∥
[L2(Ä)]N

.

By (2.58) of [AFT], (9.1), and (9.19) we deduce that

‖u‖2[L2(Ä)]N ≤ c‖g‖[W−1/2,2(∂Ä)]N

×
{
|t − τ |γ ‖Dψ‖[L2(Ä)]Nn + |t − τ |γ+1/2‖D2ψ‖[L2(Ä)]Nn2

}
≤ c|t − τ |γ ‖ψ‖[W2,2(Ä)]N‖g‖[W−1/2,2(∂Ä)]N

≤ c|t − τ |γ ‖u‖[L2(Ä)]N‖g‖[W−1/2,2(∂Ä)]N ;
thus we conclude that

‖u‖[L2(Ä)]N ≤ c|t − τ |γ ‖g‖[W−1/2,2(∂Ä)]N . (9.20)

Now by interpolating between (9.18) and (9.20) we simply obtain

‖u‖[W2θ,2(Ä)]N ≤ c|t − τ |γ+θ‖g‖[W2θ−1/2,2(∂Ä)]N , ∀θ ∈ [0, 1
2],

and, in particular, whenθ = 1
4 we obtain (i).

We now consider the caser = 1. Problem (9.15) becomes
n∑

s, j=1

Ds[ Asj(t, x) · Dj u] − u = f in Ä,

n∑
s, j=1

Asj(t, x) · Dj uνs = ϕ on ∂Ä.
(9.21)

Multiplying by ū and integrating by parts, as before we arrive at (9.17) and hence

‖u‖[W1,2(Ä)]N ≤ c|t − τ |γ+1/2‖G1(τ )g‖[W1,2(Ä)]N ;

thus by (2.63) of [AFT]

‖u‖[W1,2(Ä)]N ≤ c|t − τ |γ+1/2‖g‖[W−1/2,2(∂Ä)]N . (9.22)

On the other hand, by the classical estimates of [ADN], we have

‖u‖[W2,2(Ä)]N ≤ c
[‖ f ‖L2(Ä)]N + ‖ϕ‖[W1/2,2(∂Ä)]N

]
,

so that by definition off, ϕ we easily get

‖u‖[W2,2(Ä)]N ≤ c
[|t − τ |γ+1/2‖w‖[W2,2(Ä)]N + |t − τ |γ ‖w‖[W1,2(Ä)]N

]
,

and finally, by (2.62) of [AFT],

‖u‖[W2,2(Ä)]N ≤ c|t − τ |γ ‖g‖[W1/2,2(∂Ä)]N . (9.23)
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Now by interpolating between (9.22) and (9.23) we obtain

‖u‖[W2θ,2(Ä)]N ≤ c|t − τ |γ−θ+1‖g‖[W2θ−3/2,2(∂Ä)]N , ∀θ ∈ [ 1
2,1],

and in particular, choosingθ = 3
4, we obtain (ii). The proof of Lemma 9.4

is complete.

We return to the proof of Theorem 9.3(ii). We recall that

D([−A0(t)]
α) = [W2α,2(Ä)]N, ∀α ∈ ]0, 1

4[, (9.24)

D([−A1(t)]
α) = [W2α,2(Ä)]N, ∀α ∈ ]0, 3

4[ − { 12}. (9.25)

Now fix α ∈ ]0, αr [, β ∈ ]α, αr [, andτ, t ∈ [0, T ] with 0 ≤ τ < t ≤ T : then, writing
for the sake of simplicityG(t) in place ofGr (t) we have

[−A(t)]αG(t)− [−A(τ )]αG(τ )

= [−A(t)]α[G(t)− G(τ )] + [−A(t)]α[1− e(t−τ)A(t)]G(τ )
+ [[−A(t)]αe(t−τ)A(t) − [−A(τ )]αe(t−τ)A(τ )

]
G(τ )

+ [−A(τ )]α[e(t−τ)A(τ ) − 1]G(τ ) =:
4∑

i=1

Ii . (9.26)

By (9.24), (9.25), and Lemma 9.4 we get

‖I1‖L(U,H) ≤ c(t − τ)γ+1/4, (9.27)

whereas by representing the semigroupeσ A(t) as a Dunford integral we easily deduce,
using the boundedness of‖[−A(τ )]βG(τ )‖L(U,H) and Proposition 9.1(ii), that

‖I3‖L(U,H)
≤ cβ

∥∥[[−A(t)]αe(t−τ)A(t) − [−A(τ )]αe(t−τ)A(τ )
]

[−A(τ )]−β
∥∥
L(H)

= cβ

∥∥∥∥(2π i )−1
∫
0

(−λ)αe(t−τ)λ

× [[λ− A(t)]−1− [λ− A(τ )]−1
]

[−A(τ )]−β dλ

∥∥∥∥
L(H)

≤ cβ(t − τ)γ+β−α. (9.28)

Finally, using again the boundedness of‖[−A(t)]βG(τ )‖L(U,H) we obtain, for each
η ∈ ]0,2β − 2α[,

‖I2+ I4‖L(U,H)
≤ cβ

∫ t−τ

0

∥∥[[−A(t)]1+αeσ A(t) − [ A(τ )]1+αeσ A(τ )
]

[−A(τ )]−β
∥∥η
L(H)

×
[∥∥[−A(t)]1+α−βeσ A(t)

∥∥
L(H) +

∥∥[−A(τ )]1+α−βeσ A(τ )
∥∥
L(H)

]1−η
dσ

≤ cβ

∫ t−τ

0

[
(t − τ)α+1/2σβ−α−3/2

]η [
σβ−α−1

]1−η
dσ ≤ cβ(t − τ)γ η+β−α. (9.29)
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By (9.26)–(9.29) we obtain that the H¨older exponent of [−A(·)]αG(·) is any number
in the set ]0, (2γ + 1)(αr − α)[∩]0, γ + 1

4], sinceη and β are arbitrarily close to
2(αr − α) andαr , respectively. In order that the numberγ belongs to this set, we must
haveγ < (2γ + 1)(αr − α), which is equivalent toγ [1 − 2(αr − α)] < αr − α. The
proof of Theorem 9.3 is complete.

Remark 9.5. By Proposition 2.13 of [AFT] it follows that formula (2.2) in its correct
form, i.e.,

y(t) = Ur (t,0)x +
∫ t

0

[
[−Ar (q)

∗]1−αUr (t,q)
∗]∗ [−Ar (q)]

αGr (q)u(q) dq,

t ∈ [0, T [, (9.30)

whereα ∈ ]0, αr [, is meaningful for eachx ∈ [L2(Ä)]N andu ∈ [L2(]0, T [×∂Ä)]N

and defines a functiony ∈ [L2(]0, T [×Ä)]N ; if in addition x andu are sufficiently
smooth (see [AFT] for details), then (9.30) is the solution of problem (9.2) or (9.3),
with yt ,A(·, ·, D)y ∈ [L2(]0, T [×Ä)]N . Hence (9.30) is a reformulation of the state
equation for the control problem (9.4). Moreover, when one hasyt ∈ [L2(]0, T [×Ä)]N ,
then it also holds that

y(t, ·)− Gr (t)u(t, ·) ∈ DAr (t), ∀t ∈ [0, T [.

Indeed, for fixedt the functionz := y(t, ·)− Gr (t)u(t, ·) solves the elliptic problem{
A(t, x, D)z= yt (t, x), x ∈ Ä
z|∂Ä = 0 or B1(t, x, D)z= 0, x ∈ ∂Ä,

so that, by classical results,z ∈ DA(t) (compare with Remark 6.2).

By the results of this section we see that the control problem (9.2)–(9.4) (resp.
(9.3)–(9.4)) satisfies Hypotheses 1.1–1.7 of Section 1 withδ = µ+ ρ − 1= γ and any
α ∈ ]0, αr ], provided we verify the required relationship among the numbersα andγ ,
i.e., 0< γ < α and, as required in Theorem 9.3,γ [1− 2(αr − α)] < αr − α.

Now in the Dirichlet case (r = 0) we haveα0 = 1
4 and it follows thatγ andα must

satisfy

0< α < 1
4, 0< γ <

1− 4α

2+ 8α
∧ α; (9.31)

in the Neumann case (r = 1) we haveα1 = 3
4 and we find thatγ andα must satisfy

0< α < 3
4,


0< γ < α if α ∈ ]0, 1

4],

0< γ <
3− 4α

8α − 2
∧ α if α ∈ ] 1

4,
3
4[.

(9.32)
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Appendix A. Some Spaces of Singular Functions

We collect here the definitions of some useful spaces of functions defined in [a,b] ⊂ R
with values in a Banach spaceX, and some related properties which are often used in
this paper.

Definition A.1.

(i) If γ ≥ 0, Bγ ([a,b[, X) (resp.Bγ (]a,b], X)) is the Banach space of Bochner
measurable functionsu: [a,b[→ X (resp.u: ]a,b] → X) such that‖u‖γ <
∞, where

‖u‖γ :=
∑

s∈[a,b[

(b− s)γ ‖u(s)‖X

(
resp. sup

s∈]a,b]
(s− a)γ ‖u(s)‖X

)
.

(ii) If γ ≥ 0, Cγ ([a,b[, X) (resp.Cγ (]a,b], X)) is the space of continuous func-
tions belonging toBγ ([a,b[, X) (resp.Bγ (]a,b], X)), endowed by the same
norm.

(iii) If η ∈ ]0,1] andγ ≥ 0, Zγ,η([a,b[, X) (resp.Zγ,η(]a,b], X)) is the space of
functionsu ∈ Cγ ([a,b[, X) (resp.Cγ (]a,b], X)) such that [u]γ,η <∞, where

[u]γ,η := sup
s∈[a,b[

{
(b− s)γ+η sup

s≤p<q≤(s+b)/2
(q − p)−η‖u(q)− u(p)‖X

}
(

resp. sup
s∈]a,b]

{
(s− a)γ+η sup

(s+a)/2≤p<q≤s
(q − p)−η‖u(q)− u(p)‖X

})
.

(iv) If η ∈ ]0,1] andγ ∈ [−η,0[, Zγ,η([a,b[, X) (resp.Zγ,η(]a,b], X)) is the
space of functionsu ∈ C|γ |([a,b], X) such that [u]γ,η < ∞, where [u]γ,η is
defined as before.

The spacesZγ,η are Banach spaces with their obvious norms, i.e.,

‖u‖Zγ,η :=
{‖u‖γ + [u]γ,η if γ ≥ 0,
‖u‖∞ + [u]|γ | + [u]γ,η if γ ∈ [−ν,0[;

they are useful in treating H¨older continuous functions which blow up at an endpoint
of their interval of definition. These spaces were introduced in [AT1] (with blow up at
a = 0) and used in various situations, but an earlier use of them can be found in [So].

The following characterization of the spacesZγ,η is useful:

Proposition A.2. If η ∈ ]0,1] andγ ≥ −η, γ 6= 0, then we havew ∈ Zγ,η([a,b[, X)
if and only ifw: [a,b[→ X fulfills

‖w(p)− w(q)‖X ≤ c(p− q)η(b− p)−γ−η for a ≤ q ≤ p < b. (A.1)

Proof. See [AT5].
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Remark A.3. When γ = 0 the above proposition fails, since an element of the
spaceZ0,η([a,b[, X) may be unbounded at the pointb; however, one can show that
Z0,η([a,b[, X) ⊆ BMO(a,b; X) (the space of functions of bounded mean oscillation).

Here are some properties of the spacesZγ,η, whose proof is very easy; we state
them in the case of singularities at the second endpoint, but the same statements hold of
course in the opposite situation.

Proposition A.4.

(i) If η ∈ ]0,1] and−η ≤ γ ≤ ν, then Zγ,η([a,b[, X) ⊆ Zν,η([a,b[, X).
(ii) If 0< λ < η ≤ 1 andγ ≥ −λ, then Zγ,η([a,b[, X) ⊆ Zγ,λ([a,b[, X).

(iii) If 0< ε < η ≤ 1 andγ ≥ ε − η, then Zγ,η([a,b[, X) ⊆ Zγ−ε,η−ε([a,b[, X).

Proof. Easy consequences of Definition A.1.

Remark A.5. In view of Definition A.1, Hypotheses 1.3 and 1.4 just say that, for each
γ, η ≥ 0,{

t → [−A(t)]ηU (t, s)[−A(s)]−γ ∈ Z(η−γ )∨0,δ(]s, T ],L(H)),
s→ [−A(s)∗]ηU (t, s)∗[−A(t)∗]−γ ∈ Z(η−γ )∨0,δ([0, t [,L(H)). (A.2)

In case of nonintegrable singularities, it is useful to introduce another class of more
suitable function spaces.

Definition A.6.

(i) If γ ≥ 1, Iγ ([a,b[, X) (resp. Iγ (]a,b], X)) is the space of functionsu ∈
Cγ ([a,b[, X) (resp.u ∈ Cγ (]a,b], X)) such that the limit

lim
h→0+

∫ b−h

a
u(t) dt

(
resp. lim

h→0+

∫ b

a+h
u(t) dt

)
exists in the norm ofX.

(ii) If γ ≥ 1 andη ∈ ]0,1], we set

Z∗γ,η([a,b[, X) := Zγ,η([a,b[, X) ∩ Iγ ([a,b[, X),

Z∗γ,η(]a,b], X) := Zγ,η(]a,b], X) ∩ Iγ (]a,b], X).

The spacesIγ ([a,b[, X) (resp.Iγ (]a,b], X)) are Banach spaces with the norm

‖u‖Iγ := ‖u‖γ + ‖u‖∗,

where

‖u‖∗ := sup

{∥∥∥∥∫ d

c
u(t) dt

∥∥∥∥
X

: a ≤ c ≤ d < b

}
(

resp.‖u‖∗ := sup

{∥∥∥∥∫ d

c
u(t) dt

∥∥∥∥
X

: a < c ≤ d ≤ b

})
;
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for a proof see Lemma 1.7 of [AT2]. The spacesZ∗γ,η([a,b[, X), Z∗γ,η(]a,b], X) are
Banach spaces with the norm

‖u‖∗Zγ,η := ‖u‖γ + [u]γ,η + ‖u‖∗.

Appendix B. Linear Nonautonomous Parabolic Equations

We quote here some of the results contained in [AT2] about existence and regularity of
strict and classical solutions of the Cauchy problem{

u′(t) = A(t)u(t)+ f (t), t ∈ [0, T ],
u(0) = u0

(B.1)

in a Banach spaceE, under Hypotheses 1.1 and 1.2.
A strict solution is a functionu ∈ C1([0, T ], E) such thatA(·)u(·) ∈ C([0, T ], E)

and such that (B.1) holds in [0, T ]; a classical solution is a functionu ∈ C1(]0, T ], E)∩
C([0, T ], E) such thatA(·)u(·) ∈ C(]0, T ], E) and (B.1) holds only in ]0, T ].

Proposition B.1. Under Hypotheses1.1–1.2,we have:

(i) If u0 ∈ DA(0) and f ∈ L1(0, T; E) ∩ Z1,η(]0, T ], E), η ∈ ]0, δ], then
there exists a unique classical solution u, such that moreover u′, A(·)u(·) ∈
Z∗1,η(]0, T ], E).

(ii) If u0 ∈ DA(0) and f ∈ Z0,η(]0, T ], E), η ∈ ]0, δ], then the classical solution
u satisfies moreover u′, A(·)u(·) ∈ Z0,η(]0, T ], E).

(iii) If u0 ∈ DA(0), f ∈ C([0, T ], E) ∩ Z0,η(]0, T ], E), η ∈]0, δ], and in addition
A(0)u0 + f (0) ∈ DA(0), then there exists a unique strict solution u, such that
moreover u′, A(·)u(·) ∈ Z0,η(]0, T ], E).

(The spacesZδ,η andZ∗δ,η are defined in Appendix A, Definitions A.1 and A.6.)

Proof. All statements are proved in Theorems 6.1 and 6.5 of [AT2], except for the
uniqueness of the classical solution. This property follows by a standard argument: if
u, v are two classical solutions of problem (B.1) withx ∈ DA(0) and f ∈ C(]0, T ], E),
setw = u− v and fixt ∈ ]0, T ]: then the function

z(s) = U (t, s)w(s), s ∈ [0, t ],

is differentiable in ]0, t [ and, by Lemma 6.7(i),

z′(s) = V(t, s)w(s)+U (t, s)A(s)w(s) = 0, ∀s ∈ ]0, t [;

hencez(s) is constant in [0, t ], i.e.,

w(t) = z(t) = U (t,0)w(0) = 0,

so thatw(t) = 0 for eacht ∈ [0, T ].
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