
Fluid Flow Models and Queues—
A Connection by Stochastic Coupling

Soohan Ahn* and V. Ramaswami*

AT&T Labs, Florham Park, New Jersey, USA

ABSTRACT

We establish in a direct manner that the steady state distribution of Markovian fluid flow

models can be obtained from a quasi birth and death queue. This is accomplished through

the construction of the processes on a common probability space and the demonstration

of a distributional coupling relation between them. The results here provide an

interpretation for the quasi-birth-and-death processes in the matrix-geometric approach

of Ramaswami and subsequent results based on them obtained by Soares and Latouche.
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1. INTRODUCTION

The subject of this paper is the steady state distribution of the content of a fluid flow buffer

modulated by a finite state, continuous time, irreducible Markov chain of environmental

“phases.” In a classic paper, S. Asmussen[4] characterized that distribution to be of phase type.

Later, V. Ramaswami[17] demonstrated that a representation of that phase type distribution

can be obtained from the G-matrix of a discrete time, discrete state Quasi Birth and Death

Process[14,18], thereby simplifying the analysis of the fluid flow model. The connection to a

QBD was a substantially new result that reduced the continuous time, continuous state space
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problem of the fluid model to the analysis of a discrete time, discrete state space QBD for

which well tested stable algorithms that avoid the computational difficulties arising in the

spectral methods (see Ref.[3] and other references in Ref.[17]) exist. The derivation in Ref.[17]

was based on a level crossing argument for the fluid flow process, a duality resulting from time

reversal,[16,5] and uniformization. Building on those results, Soares and Latouche[19] obtained

a representation in terms of a QBD which was arrived at without using time reversal in the

analysis, thereby simplifying the approach; a probabilistic interpretation was also attempted

by them of their QBD.

The QBDs arising in the matrix-geometric approach have not yet received a

satisfactory interpretation. Our main purpose in this paper is to show that the approach via

QBDs can be interpreted as being rooted in a distributional coupling of the fluid model to a

queue described by the QBD.

Our construction of the queue may have the flavor of the approach in Ref.[6,13], but

unlike them. we take into account the detailed structure within the on–off periods, and that

is what leads to the consideration of a simple process, namely a discrete time QBD, that

provides not only the distribution of the fluid level but also the joint distribution of the fluid

level and the environment. While other embedded epochs may still yield a matrix-

geometric structure, it is well-known that among matrix-geometric models, the QBD is the

simplest, both conceptually and algorithmically. (We hasten to note, however, that the

paper[13] covers very general models besides fluid models driven by finite state Markov

chains considered here.)

One may also consider other types of queueing models, one such being a queue with

interarrival dependent service times. However, the consideration of models with

independent service times is what leads us to a quasi birth and death process. Unlike this,

the model with interarrival dependent service times does not possess a convenient Markov

(renewal) structure at both arrival and departure epochs. The full power of our approach

will be seen in a subsequent paper[2] where we demonstrate some strong coupling results

that yield the transient analysis of the fluid model as well. The steady state analysis requires

only the weaker results which are much simpler, and are the only ones considered here.

In the sequel, we assume that the Markov chain of phases is irreducible and that its

state space S1 < S2 < S3 is such that: during sojourn of the Markov chain in state i of S1,

the fluid level changes at rate ci . 0; during sojourn of the Markov chain in state j of S2,

the fluid level changes at rate cj , 0; and, during sojourn in S3, the fluid level remains

constant. We partition the states of the Markov chain in conformity with the three sets

identified above and denote the infinitesimal generator of the underlying Markov chain by

Q ¼

Q11 Q12 Q13

Q21 Q22 Q23

Q31 Q32 Q33

2
664

3
775: ð1Þ

Here Qij is a matrix of order jSij £ jSjj:
Let C denote a diagonal matrix formed by the absolute values jcij; i [ S1 < S2 and an

adequate number of 1’s as needed to make C to be of the same order as Q. We define

T ¼ C21Q and note that T is the infinitesimal generator of a Markov chain. It is well-

known that the distribution of the general fluid flow model considered above can be
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determined easily from that of the fluid flow governed by the Markov chain with generator

T in which the fluid level increases at rate 1 in S1, decreases at rate 1 in S2, and remains

constant in S3. In the sequel, we shall refer to the latter model as the “homogenized flow

model.” We shall derive the necessary conversion formulae at the end of the paper; these

can also be found in Ref.[19] and are included here only for completeness.

2. ASSOCIATED QUEUE

2.1. Motivation

We will construct a queueing model represented by a QBD and a process Y

constructed from its work process such that: (a) the process Y is distributionally

coupled to the homogenized fluid flow model at the epochs of a Poisson process; and

(b) the steady state distribution of Y coincides with that of the fluid flow model. To

that end, it is convenient to assume that the phase process governed by T has been

uniformized by a Poisson process. That is, we choose a (fixed) number l ^ maxið2TiiÞ

and view the Markov process of phases as a process that makes changes of states only

at epochs of a Poisson process with rate l in such a way that successive states visited

form a discrete time Markov chain, independent of the Poisson process, with transition

matrix P ¼ l21T þ I: Here and throughout the rest of the paper, I denotes an identity

matrix of appropriate order. In the remainder of the paper, we shall consider the

matrices T and P also as partitioned according as Q, with their submatrices denoted by

the symbols Tij and Pij respectively.

To effect the stochastic coupling arguments, first assume the following as given on a

common probability space ðV;A;PÞ : A pair of independent Poisson processes, say, M

and N , with common rate l; a discrete time Markov chain {Ln : n $ 0} of phases which

has transition matrix P and is independent of the Poisson processes M and N . Without

loss of generality, we shall assume that L0 ¼ i for some i. With these as building blocks,

we will construct for almost all sample points in V, (a) a phase process J ¼ {JðtÞ : t $ 0}

which is a CTMC with generator T; (b) a process F ¼ {FðtÞ : t $ 0} such that F(t)

increases at rate 1 while JðtÞ [ S1; decreases at rate 1 while JðtÞ [ S2 and F(t) is positive,

and remains constant while JðtÞ [ S3—i:e:; ðFðtÞ; JðtÞÞ is a version of the homogenized

fluid flow process of interest; and (c) a queueing model Q ¼ {QðtÞ : t $ 0} modulated by

the phase process, where Q(t) is the queue length at time t. The queue Q is to be

constructed such that at the epochs {sk : k $ 0} of the process M%N ; where %

denotes superposition of processes, (which will be such that the phase process J remains

constant in each ½sk; skþ1Þ), the embedded sequence {ðFðskÞ; JðskÞÞ : k $ 0} has the

same probability law as that of the embedded sequence {ðWðskÞ; JðskÞÞ : k $ 0}; where

W(sk) is the amount of work in the queue at the epoch sk þ . (Throughout, unless otherwise

stated, for any process under consideration “state at a point t” will always denote the state

at t þ .)

Associated with the work in the queue we also construct a process Y ¼ {YðtÞ : t $ 0}

as follows. First, we discard from the set {sk : k $ 0} of the points of M%N ; the

points sk of the process N for which JðskÞ2S1 < S3; and call the resulting set of points as
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{tk : k $ 0}: Now, for t [ ðtk; tkþ1Þ; let

YðtÞ ¼ WðtkÞ þ ðt 2 tkÞ; if JðtkÞ [ S1

¼ maxð0;WðtkÞ2 ðt 2 tkÞÞ; if JðtkÞ [ S2

¼ WðtkÞ; if JðtkÞ [ S3:

We will note that in each of the intervals ½tk; tkþ1Þ the phase process remains constant and

the growth of Yð·Þ mimics that of Fð·Þ:
So that we may motivate the details to follow, we state some facts we will establish in

the sequel: (a) The amount of work done for each customer in the queue Q will be

distributed as expðlÞ; and {ðYðtkÞ}k$0 can be considered to be a “stochastic discretization”

of the fluid model with respect to the uniformization parameter l; (b) if the fluid model is

stable, then the steady state distribution as t !1 of ðYðtÞ; JðtÞÞ will exist and equal the

steady state distribution of ðFðtÞ; JðtÞÞ as t !1; (c) steady state results for Y can be

obtained using the matrix-geometric method for a QBD.

2.2. The Construction

To avoid pedantry and to save notations, we shall suppress the sample point in the

ensuing discussion which is indeed a sample point by sample point construction.

Construction of the Phase Process: Let 0 ¼ a0 and let 0 , a1 , a2 , · · · denote the

successive epochs of the Poisson process M. We define JðtÞ ¼ Ln in the interval an %

t , anþ1; where Ln is the state visited by the discrete time Markov chain at step n. Clearly

{JðtÞ : t $ 0} is a continuous time Markov chain with infinitesimal generator T, and the

epochs {an} form a set of l-uniformization epochs for the phase process.

Construction of the Homogeneous Fluid Flow: Without loss of generality, we will

assume the initial condition Fð0Þ ¼ 0: We let Fð0Þ ¼ 0 and define the process {FðtÞ} such

that for t [ ½an; anþ1Þ; FðtÞ ¼ FðanÞ þ ðt 2 anÞ if JðtÞ [ S1; FðtÞ ¼ max½0;FðanÞ2 ðt 2

anÞ� if JðtÞ [ S2; and finally FðtÞ ¼ FðanÞ if JðtÞ [ S3: Defined thus, clearly Fð·Þ increases

at rate 1 in S1, decreases at rate 1 in S2 while it remains positive, and remains constant in S3

as required. Clearly, the joint process {ðFðtÞ; JðtÞÞ} is stochastically equivalent to the

homogenized fluid model that starts empty and in phase i, and is modulated by the Markov

process with generator T.

Construction of the Queue Q : The queue Q will be defined in terms of the

successive embedded epochs t0 ¼ 0; and {tk : k $ 1} where there is an arrival, departure,

or phase transition; we emphasize that some phase transitions may be from a phase to

itself, as necessitated for instance in the uniformization process. It will be assumed that all

queues are FIFO, and service is rendered by the server (at unit rate per unit time) only

when the phase is in S2; specifically, no service is rendered when the phase is in S1 < S3

Also, the queue size at time 0 will be defined to be 0 to match our initial condition

Fð0Þ ¼ 0 (other initial conditions can be accommodated with minor changes in the

construction.) In the sequel we shall denote by Qk and Jk the queue length (number of

customers in the system Q ) and the phase J(tk) at the epoch tkþ.
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(a) Let t0 ¼ 0 and Q0 ¼ 0; this initializes the queue size at time 0 to match our

initial state specification Fð0Þ ¼ 0 for the fluid model. Note that we have

J0 ¼ Jð0Þ ¼ i from the construction of the phase process.

(b) Having defined tk and ðQk; JkÞ; we first specify the next time point tkþ1 and then

the value of the queue size and phase immediately after that epoch. The queue

size is assumed to remain constant over intervals of the form ½tk; tkþ1Þ; that is,

we shall set QðtÞ ¼ Qk for all t [ ½tk; tkþ1Þ: There are several cases to consider.

Case 1: If Jk [ S1; then tkþ1 is the first epoch in M to come after tk, and the next queue

length value Qkþ1 is set to 1 þ Qk—that is, in this case, the epoch tkþ1 is

defined to be an arrival epoch to the queue Q . The phase at Jkþ1 is set to

Jðtkþ1Þ; note that a phase change occurs at the newly defined epoch iff at the

epoch tkþ1 a different phase is entered in the uniformization scheme; otherwise,

that epoch will constitute a self-transition for the phase in the queue Q .

Case 2: If Jk [ S3; then the next epoch tkþ1 is once again the first epoch in M to come

after tk, but the queue length value Qkþ1 is set to the same value as Qk—that is,

a construct is made that makes the queue length remain constant just as the

fluid level would remain constant over the interval under consideration (note

that we are assuming that no work is being done in S3.) The phase Jkþ1 is set to

Jðtkþ1Þ; note that a phase transition to a different phase occurs at the newly

defined epoch iff the new phase entered is indeed different; otherwise, the

epoch is to be treated as a self-transition epoch.

Case 3: If Jk [ S2; then the next epoch tkþ1 is the first epoch in the superpositionM%N

to come after tk. The queue length at that epoch is set depending on whether that

epoch comes fromM or fromN . Specifically, the next queue length value Qkþ1

is set to the same value as Qk if tkþ1 [ M; it is changed to maxð0;Qk 2 1Þ if the

new epoch tkþ1 [ N : Thus, the next epoch is just a phase transition epoch (with

no effect on queue size) if it is an epoch of M, and a departure epoch (with no

phase change) if the epoch is in N and a departure is indeed possible; note that

except when the epoch is in M and the new phase entered is different, the new

epoch is a dummy phase change transition epoch (i.e., with a phase self transition).

Remark 1. If one considers the fluid model at the end of sojourn in each phase of S1 where

the trajectory is upward, one could replace the continuous upward increments by a jump and

pretend as though a customer with an exponentially distributed service time has been added.

But we need to also generate the departure epochs of those customers if we are to analyze the

queue. In our construction, the process N is used to “insert” the departure epochs.

3. DISTRIBUTIONAL COUPLING

The following result is obvious from the way the construction has been carried out.

Theorem 1. ðaÞ The queue Q is modulated by the same continuous time phase process

Jð·Þ that modulates the fluid model.
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ðbÞ The queue {ðQðtÞ; JðtÞÞ : t $ 0} is represented by a QBD ðin continuous timeÞ,

and the embedded sequence {ðQðskÞ; JðskÞÞ : k $ 0} is a discrete time QBD.

Note that in trying to match certain behavior in the constructed queue to that of the

fluid model, we could specify the queue only in terms of its queue length process. We now

show formally that each arrival in the queue brings in a random amount of work distributed

as expðlÞ independently of the history of the process up to the arrival epoch. This is the last

assertion of the next theorem whose other assertions are essentially obvious consequences

of our construction.

Theorem 2. The queueing model Q satisfies the following conditions:

a. Arrivals to the queue occur only at those epochs tk for which Jðtk2Þ [ S1; that is,

the epoch is a phase transition epoch in M from S1 ðwhich may very well be a phase self

transition.Þ

b. Departures to the queue can occur at tk only if Jðtk2Þ [ S2; Qk21 . 0 and

tk [ N : Also, the phase immediately after each departure epoch is the same as that

immediately prior to that epoch.

c. Assume that work gets depleted at unit rate while JðtÞ [ S2; and that no service is

rendered while JðtÞ [ S1 < S3: Then the amounts of work done between successive

departure epochs are iid random variables distributed as expðlÞ:

Proof. We only need to prove (c). The service of a customer begins at an epoch sk with

Jk [ S2: The service completion epoch is the first epoch skþr; r ^ 1 to come after tk for

which JðskþrÞ [ S2 and skþr [ N : We shall evaluate now the distribution of the work

done for the customer, given the phase at the beginning of the service.

First of all, note that if we denote by L12 and L32 the matrices of first passage

probabilities for the phase process into S2 from S1 and S3 respectively, then the matrix

L ¼ P22 þ P21L12 þ P13L32 is the matrix of return probabilities into the set S2, and that

under the assumption that P is irreducible (and hence recurrent non-null), L is stochastic;

i.e., L1 ¼ 1; where 1 denotes a column vector of 1’s.

Let fiðsÞ denote the transform of the amount of work done by the server until the next

departure epoch, given that service starts in phase i [ S2: Let fðsÞ denote the vector with

elements fiðsÞ; i [ S2: A simple conditioning argument gives us the following equation:

fðsÞ ¼
2l

s þ 2l

1

2
1 þ

2l

s þ 2l

1

2
LfðsÞ: ð2Þ

In the above equation, the first term covers the case when the first step of M%N itself

marks the service completion; this happens if the next epoch is an epoch of N , and that

has probability 1/2. The second term corresponds to the case when the first step

corresponds to a point from M (this marks a phase transition without a departure) and the

probability of this is again 1/2. In each case, the amount of service rendered in the first step

has an exponential distribution with parameter 2l, and to this random variable must be

added the remaining amounts of service, if any, rendered to the customer. In the second
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case, the phase could change, and we need to wait until a return into S2 is made before

service commences again; all that is reflected in the term L we have used there.

Solving Eq. (2) for fðsÞ and simplifying the result shows that

fðsÞ ¼ I 2
l

s þ 2l
L

� �21
l

s þ 2l
1

¼
X1
n¼0

l

s þ 2l
L


 �n
l

s þ 2l
1

¼
l

s þ l
1; ð3Þ

and we have used the fact that L1 ¼ 1: Thus, the marginal distribution of the amount of

service rendered (irrespective of the starting phase) is exponential with parameter l, and

the proof is complete. A

The next result provides a distributional coupling that plays a key role in our analysis.

Theorem 3. The process {ðYðskÞ; JðskÞÞ : k $ 0} has the same probability law as the

process {ðFðskÞ; JðskÞÞ : k $ 0}:

Proof. We will show by mathematical induction that for all m $ 0; the subsequences up

to k ¼ m have the same joint distribution. First of all, note that the phase process is

identical for both the queue and the fluid. Also, since Fð0Þ ¼ Yð0Þ ¼ 0; the distributional

equality holds trivially for m ¼ 0:
To complete the proof by induction, since {ðYðskÞ; JðskÞÞ : k $ 0}; and

{ðFðskÞ; JðskÞÞ : k $ 0}; are both Markov, it suffices to show that for all ðx; jÞ; the

conditional distribution of ðYðsm þ 1Þ; Jðsmþ1ÞÞ given ðYðsmÞ; JðsmÞÞ ¼ ðx; jÞ is the same as

that of ðFðsmþ1Þ; Jðsmþ1ÞÞ given ðFðsmÞ; JðsmÞÞ ¼ ðx; jÞ:
We now need to consider several cases: (a) If JðsmÞ [ S1; then both FðsmÞ and YðsmÞ

are each increased by independent random variables that have expð2lÞ distributions to

yield Fðsmþ1Þ and Yðsmþ1Þ; (b) If JðsmÞ [ S3; by our construction, the values of neither the

work in the queue nor the fluid level changes at the next step; (c) In the case where

JðsmÞ [ S2; in the interval ½sm; smþ1Þ both the fluid level and the work in the queue are

depleted at a unit rate as long as they remain positive and left alone once they hit zero;

furthermore, no increment occurs to either values at smþ1: In all the cases, therefore, we get

equality for the conditional distributions of the values at the next step given they have the

same values at the current step. Hence the proof is complete by mathematical induction.

A

Remark 2. We emphasize that what the theorem above gives is only an equality of

distributions and not the equality of values of the random variables FðskÞ and YðskÞ at
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the embedded points. In other words, what we have is a distributional coupling only.

The main value of the theorem lies in the fact that the work in the queue we have

constructed increases, whenever it does, by an amount that is independent of the past

history of the queue. Unlike this, the fluid level increases by exactly the length of the

sojourn interval preceding the epoch of increase. Note that the paths of the fluid

model considered directly as paths of the process of work in some queue does not

lead to a Markov renewal structure at the embedded epochs; in such a construction,

each service time is precisely equal to some previous interarrival time, and

dependencies are not just of one step.

Remark 3. The successive epochs {tk} mark epochs at which, compared to the

previous epoch, the fluid level is up or down by expðlÞ distributed amounts or

remains constant. Hence, the term “stochastic discretization.” Such a procedure has

been considered by Adan and Resing in Ref.[1] in an operational manner; we thank

Adan for bringing[1] to our attention. Our work here and in Ref.[2] makes the

approach rigorous. More importantly, the work here sets the stage for transient results

in Ref.[2] which are not obtainable by the approach of[1] base on long run average

rewards only.

4. ANALYSIS OF Q

The queue Q can be analyzed through the embedded QBD at the epochs {sk : k $ 0}:
Here, however, we will analyze it through the embedded QBD at the epochs {tk : k . 0}

since that will help us to reconcile results obtained here with those in previous papers more

easily.

4.1. Embedded QBD

Let us define Qk ¼ QðtkÞ: It is trivial to see that the process {ðQk; JðtkÞÞ : k $ 0} is a

Markov chain. In the following, the possible values of the queue length Qn will be called as

“levels.”

The probabilities of the chain ðQn; JðtnÞÞ making a transition to the next higher level is

clearly governed by the substochastic matrix

P0 ¼

P11 P12 P13

0 0 0

0 0 0

2
664

3
775: ð4Þ
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Similarly, the probabilities of going downward in levels is governed by

the substochastic matrix

P2 ¼

0 0 0

0 1
2

I 0

0 0 0

2
664

3
775: ð5Þ

Finally, in the steps where the process Qn does not change level, the probabilities are

governed by the substochastic matrix

P1 ¼

0 0 0

1
2

P21
1
2

P22
1
2

P23

P31 P32 P33

2
664

3
775: ð6Þ

Indeed, if one considers the successive epochs of “arrivals, service completions and

phase changes” as defined above, one gets a discrete time QBD with transition matrix

M P0 0 0 · · ·

P2 P1 P0 0 · · ·

0 P2 P1 P0 · · ·

· · · · · · · · · · · · · · ·

2
666664

3
777775; ð7Þ

where M ¼ P2 þ P1 governs the movements within level 0.

Also, note that the process {ðQk; JðtkÞ; tkÞ : k $ 0} is a Semi Markov Process (SMP)

with exponential sojourn times; furthermore, the mean sojourn time in state ðn; jÞ is given

by 1/l if j [ S1 < S3; and by 1=ð2lÞ if j [ S2:
Clearly, the evolution of the continuous time process defined by QðtÞ can be described

by the continuous time QBD

B A0 0 0 · · ·

A2 A1 A0 0 · · ·

0 A2 A1 A0 · · ·

· · · · · · · · · · · · · · ·

2
666664

3
777775 ð8Þ

where

Ai ¼ ½diagðlI; 2lI; lIÞ�½Pi 2 di1I�

with di1 being 1 or 0 depending on whether i ¼ 1 or not, and the three blocks of the

diagonal matrix on the right side of the above equation are respectively of sizes jSij

i ¼ 1; 2; 3: Finally, B ¼ A2 þ A1: This is clear by considering the instantaneous rates of

transitions along with the probabilities of successive states.

We summarize the above discussion as a theorem.
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Theorem 4. The process {ðQk; JðtkÞ; tkÞ : k $ 0} is a semi-Markov process with

exponential sojourn times. The mean sojourn time in state ðn; jÞ is 1=l if j [ S1 < S3; and

it is 1=ð2lÞ if j [ S2: The embedded Markov chain {Qk : k $ 0} is a discrete time QBD

with transition matrix given in Eq. ð7Þ. The continuous time process {ðQðtÞ; JðtÞÞ : t $ 0}

is a continuous time QBD with infinitesimal generator given in Eq. ð8Þ.

Remark 4. Obviously, there are many diflerent QBDs that one can associate with the

homogeneous fluid model: (i) For instance, in the construction, instead of considering the

queue size and phase to the right of the transition epochs, one may consider those to the left

of such epochs and consider the resuting QBD; one such leads to results in the form

obtained by Soares and Latouche[19] using other techniques. See Section 6. (ii) One may

also consider the time reversed fluid process and work in terms of the QBDs that arise from

it. The QBD in Ramaswami[17] corresponds to one such construction; we omit the details.

4.2. Steady State Queue Length

Here, we characterize (when it exists) the steady state distribution as k !1 of the

embedded queue length and phase processes ðQðtkÞ; JðtkÞÞ: This distribution will be used

later to derive the steady state distribution of the fluid flow model.

Define p to be the steady state probability vector of the CTMC of phases—i.e., the

unique vector satisfying pT ¼ 0; p1 ¼ 1; where 1 is a column vector of l’s, and partition it

as p ¼ ðp1;p2;p3Þ corresponding to the sets Si; i ¼ 1; 2; 3: The necessary and sufficient

condition for stability of the fluid flow is well-known—namely,

p11 , p21: ð10Þ

In the sequel, we assume this to be the case.

Theorem 5. The fluid model is stable iff the queue Q is stable.

Proof. Let

h ¼ ðh1;h2;h3Þ ¼ ðp1; 2p2;p3Þ:

One can verify easily that pT ¼ 0 is equivalent to the condition that

h ¼ hðP0 þ P1 þ P2Þ:

Now, the inequality (10) is equivalent to hP21 . hP01 which is the necessary and

sufficient condition for the stability of the QBD given by Eq. (7). Thus, Q is stable iff F is

stable. A
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Theorem 6. Let x ¼ ðx0; x1; . . .Þ; where the partitioning corresponds to different values

0; 1; . . . of the queue length ðlevelÞ, denote the steady state distribution as k !1 of the

QBD of Eq. ð7Þ at the embedded epochs tk. Then xn ¼ x0Rn; where R is the minimal

nonnegative solution of the quadratic equation

R ¼ P0 þ RP1 þ R2P2: ð11Þ

The matrix R has the structure

R ¼

R11 R12 R13

0 0 0

0 0 0

2
664

3
775: ð12Þ

Proof. The matrix-geometric structure of x as asserted is well-known; see Refs.[11,14]. It is

trivial to prove that if any row of P0 is zero, then the corresponding row of R is also zero;

examine the simple iterative scheme for R using successive substitutions in Eq. (11) starting

with P0 and note that each iterate has a zero row corresponding to each zero row of P0. A

Methods to compute R and x0 are well-known.[11] Since we will not need the value of

x0 explicitly, we shall not discuss the details of computing it. In the matrix-geometric

literature, there are two ways to compute the R matrix of a QBD. Both express R in terms

of a G-matrix whose computation has greater advantages over iteratively computing R

directly (see Ref.[11], Chapter 8). These are considered in the next two theorems.

Theorem 7. Let D denote the diagonal matrix formed by the steady state vector of the

stochastic matrix P0 þ P1 þ P2; and prime denote matrix transposition. The matrix R

which is the minimal nonnegative solution of Eq. ð11Þ is given by R ¼ D21 ~G0D; where G̃ is

the minimal nonnegative solution of the equation

~G ¼ ~P2 þ ~P1
~G þ ~P0

~G2; ð13Þ

where ~Pi ¼ D21P0
22iD are nonnegative and sum to a stochastic matrix. The matrix G̃ is

substochastic and has the structure

~G ¼

~G11 0 0

~G21 0 0

~G31 0 0

2
664

3
775� ð14Þ

Proof. The results follow from the duality theory (see Refs.[5,16]) and amount to a

computation of R in terms of the time reversed duals of the processes under consideration.

The substochasticity of G̃ follows from the fact that since the given model is stable,

the dual is unstable. The structure of G̃ follows since if any column of P̃2 is zero, then so is

the corresponding column of G̃ as seen from successive substitutions in Eq. (13) starting

with P̃2. A
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Remark 5. The above theorem provides a way to compute R via the G-matrix of the time

reversed dual which is denoted here by the symbol G̃. The computation of G̃ can be done

efficiently using the logarithmic reduction algorithm.[12] This approach is the analog of the

one developed in Ref.[17], but using the QBD considered in this paper. The matrix G̃ can be

related to the busy period of the time reversed fluid flow corresponding to the

homogenized fluid model under consideration. The details are routine and omitted; see

Ref.[17] for similar results.

Another approach for computing R is given by the following result which leads to an

approach similar to that adopted in Ref.[19], but using the QBD constructed in this paper. It

exploits the connection between the R matrix and the G matrix of a QBD and avoids time

reversal arguments entirely. One can interpret the matrix G below as related to the busy

period of the given homogenized fluid model itself; we omit the details which are routine;

see Ref.[19] for similar results.

Theorem 8. The matrix R which is the minimal solution of Eq. ð11Þ is given by

R ¼ P0½I 2 P1 2 P0Ĝ�21; ð15Þ

where the stochastic matrix Ĝ is the minimal nonnegative solution of the equation

Ĝ ¼ P2 þ P1Ĝ þ P0Ĝ2 ð16Þ

and has the structure

Ĝ ¼

0 Ĝ12 0

0 Ĝ22 0

0 Ĝ32 0

2
664

3
775: ð17Þ

Proof. The relationship between R and Ĝ is a familiar relation obtained by

G. Latouche.[l0] The stochasticity of Ĝ is due to the fact that the discrete time QBD is

stable, and its special structure is a result of the structure of the matrix P2. A

Remark 6. The relationship between R and G exploited here is special to the QBD and

does not extend to more general models. However, the duality results presented earlier do

extend in a natural manner.[16] Thus, the approach using the dual allows one to analyze

much more general fluid flow models (for instance those with jumps) than the ones

considered here. We omit the details as it would constitute a major digression.

Before we conclude this section, we present one more result which is needed in the

next section. It is obtained by invoking a well-known result[7] that expresses the mean

return time of a state in a Markov renewal process in terms of the steady state probabilities

of the embedded Markov chain and the “fundamental mean” c of the process. The quantity

c is defined as the steady state expected length of a sojourn interval. One can obtain c as
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the weighted average of the mean sojourn times of individual states weighted by their

steady state probabilities in x, but we will have no need for its explicit value.

Theorem 9. Let mðn; jÞ denote the mean return time of the state ðn; jÞ in the SMP

considered in Theorem 4. We have mðn; jÞ ¼ c=xðn; jÞ; where c is the fundamental mean of

the semi-Markov process.

5. STEADY STATE RESULTS

We first prove the following important result which explains our interest in the

queueing model constructed by us.

Theorem 10. The process {ðFðtÞ; JðtÞÞ : t $ 0} has a steady state distribution as t !1

iff the process {ðYðtÞ; JðtÞÞ : t $ 0} has a steady state distribution as t !1; and when they

exist both distributions are the same.

Proof. That the existence or otherwise of the stationary distributions is simultaneous for

both processes is immediate from Theorem 5. It is obvious from the construction that the

Poisson process M%N is such that {½Mðt þ sÞ þ Nðt þ sÞ�2 ½MðtÞ þ NðtÞ� : s $ 0} is

independent of {ðFðu2Þ; Jðu2ÞÞ : 0 # u # t} as well as the process {ðYðu2Þ; Jðu2ÞÞ :

0 # u # t}; the latter depend only on the history of the superposition in the interval ½0; tÞ:
Thus, one can use the PASTA (Poisson Arrivals see Time Averages) theorem[9,20] to assert

the following two equations:

limt!1P½FðtÞ # x; JðtÞ ¼ j� ¼ limk!1P½Fðsk2Þ # x; Jðsk2Þ ¼ j�;

limt!1P½YðtÞ # x; JðtÞ ¼ j� ¼ limk!1P½Yðsk2Þ # x; Jðsk2Þ ¼ j�:

The equality of the stationary distribution now follows from the equidistribution of the

pairs ðFðsk2Þ; Jðsk2ÞÞ and ðYðsk2Þ; Jðsk2ÞÞ for each k. A

Now, using the steady state queue length distribution obtained in the previous section,

we can obtain the steady state joint distribution of ðYðtÞ; JðtÞÞ as t !1; thereby obtaining

the steady state distribution of the homogenized fluid model.

5.1. Steady State Results for ðYðtÞ; JðtÞÞ

Let VjðxÞ denote the steady state probability as t !1 that Y ð1ÞðtÞ # x and the phase

JðtÞ is j. For x . 0; vjðxÞ ¼
d
dx

VjðxÞ is the steady state joint density; its existence is

established inter alia in our derivation. In the following, we let VðxÞ and vðxÞ denote

respectively the vectors with elements VjðxÞ; j [ S and vjðxÞ; j [ S: Also, assumed is that
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in accordance with the partition of the state space, these have also been partitioned; that is,

VðxÞ ¼ ðV1ðxÞ; V2ðxÞ; V3ðxÞÞ; and vðxÞ ¼ ðv1ðxÞ; v2ðxÞ; v3ðxÞÞ: Likewise, we also

partition the vector of steady state probabilities xn, corresponding to queue length n as

ðxn1;xn2;xn3;Þ.

5.1.1. Steady State Density in the Set S1

Let us define r
ðn; jÞ
ð0;iÞ ðduÞ to be the element in the Markov renewal kernel (see Ref.[7])

associated with the semi-Markov process ðQðtÞ; JðtÞÞ that is usually interpreted as the

elementary probability of a transition by the SMP into the state (n, j) at u, given that it

starts in (0, i) at time 0. Conditioning on the last epoch of jump of the SMP tk before time t,

we can write the joint transform given by

Eð0;iÞ½e
2sYðtÞIðJðtÞ ¼ jÞ� ð18Þ

in terms of the Markov renewal kernel. Indeed, we note the following facts:

(a) For the phase at t to be j, the phase entered at tk must be j, and no additional

transition from j should occur before time t.

(b) If j [ S1; then YðtÞ ¼ YðtkÞ þ ðt 2 tkÞ:
(c) If Qk ¼ n; i.e., the queue size at tk is n, then YðtkÞ ¼ WðtkÞ is distributed as the

sum of n iid expðlÞ random variables.

Piecing together the facts noted above, we can write for j [ S1 the transform in

Eq. (18) as given by

X1
n¼0

Z t

0

r
ðn;jÞ
ð0;iÞðduÞ

l

s þ l

 �n

e2sðt2uÞPðtkþ1 2 tk . t 2 uÞ ð19Þ

We note that the probability appearing in the above integral is given by expð2lðt 2 uÞÞ:
Now, for j [ S1; taking the limit as t !1 in Eq. (19) using the Key Renewal

Theorem (see Ref.[7]), we get the limit of that transform as

X1
n¼0

c21xðn; jÞ

Z 1

0

l

s þ l

 �n

e2ste2ltdt ¼
X1
n¼0

c21xðn; jÞ
l

s þ l

 �n
1

s þ l
ð20Þ

Using the matrix-geometric result for xn and the structure of R given in Theorem 6 and

Eq. (12), which imply that xn1 ¼ x01Rn
11; we can write the quantities in Eq. (20) for j [ S1

together in vector form as

c21x01

X1
n¼0

Rn
11

l

s þ l

 �n
1

s þ l
: ð21Þ

The above expression can be simplified to

c21x01½sI 2 lðR11 2 IÞ�21; ð22Þ
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where the existence of the inverse follows from the fact that R11 has spectral radius less

than unity.

That is, we can write the joint density

v1ðxÞ ¼ c21x01eKx; ð23Þ

where the matrix

K ¼ l½R11 2 I�: ð24Þ

Integrating this over x should, of course, give us the vector p1 which is comprised of the

marginal steady state probabilities of the phases for the set S1. Thus,

p1 ¼ 2c21x01K 21; ð25Þ

and we thus have the steady state density vector of the fluid level in the set S1 to be given by

v1ðxÞ ¼ 2p1KeKx; x . 0; ð26Þ

which is in the form obtained earlier.[17]

Incidentally, our discussion also shows that

t!1
lim P½YðtÞ ¼ 0; JðtÞ ¼ j� ¼ 0 for j [ S1: ð27Þ

We now invoke Theorem (10) and summarize the discussion as a theorem.

Theorem 11. For j [ S1; let ½V1ðxÞ� j denote the steady state probability

limt!1P0i½FðtÞ # x; JðtÞ ¼ j�;

and let vjðxÞ denote its density. The vector v1ðxÞ with these elements is given by

v1ðxÞ ¼ 2p1KeKx; x . 0; ð28Þ

where K ¼ lðR11 2 IÞ: We also have

V1ð0Þ ¼ 0; ð29Þ

so that this distribution has no mass at zero.

5.1.2. Steady State Density in the Set S2

Let us now obtain the steady state distribution of Fð·Þ when the phase is in S2.

Theorem 12. The steady state density of Fð·Þ with phase in S2 is given by

v2ðxÞ ¼ v1ðxÞC; x . 0; ð30Þ

where C ¼ 1
2

R12:
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Proof. We invoke Theorem (10) and evaluate the density for the process Y. By a routine

argument conditioning on the last epoch tk before time t, we can write for i [ S1; j [ S2;

½v2ðxÞ� j ¼ t!1
lim

X1
n¼1

Z t

0

r
ðn; jÞ
ð0; iÞðduÞe22lðt2uÞe2lx ðlxÞn21

ðn 2 1Þ!
l: ð31Þ

The above is obtained by noting that for Y(t) to be in ðx; x þ dxÞ and the phase at t to be

j [ S2; at the last epoch of transition u before time t, there should be some n . 0

customers in the system, there should be no further transitions in ðu; t�; and the total

remaining work at t of those n customers (which is distributed as a sum of n exponential

random variables) should be in ðx; x þ dxÞ:
Taking the limit as t !1 in the above and writing in vector form, we get

v2ðxÞ ¼ c21
X1
n¼1

xn2

Z 1

0

e22ltdt e2lx ðlxÞn21

ðn 2 1Þ!
l

¼ c21
X1
n¼1

x01Rn21
11 R12

1

2
e2lx ðlxÞn21

ðn 2 1Þ!
¼ c21x01eKx 1

2
R12 ¼ v1ðxÞC: ð32Þ

In the above, the second equality is obtained using the matrix-geometric structure of xn

and the structure of R by which xn2 ¼ x01Rn21
11 R12; and the last equality is obtained by

using Eqs. (24) and (23). A

Corollary 1. The probability that the fluid buffer is empty and the phase is in S2 is given

by the vector

V2ð0Þ ¼ p2 2 p1C: ð33Þ

Proof. Note that p2 is the steady state probability for the set S2. Subtracting from this the

integral of v2ðxÞ in ð0;1Þ obviously should give the required vector of emptiness

probabilities for S2. Hence the result. A

5.1.3. Steady State Density in the Set S3

Now, for j [ S3; we have

Pð0;iÞ½0 , YðtÞ % x; JðtÞ ¼ j�

¼

Z t

0

X1
n¼1

r
ðn;jÞ
ð0;iÞðduÞe2lðt2uÞ

Z x

0

ln

ðn 2 1Þ!
e2lyyn21dy:

ð34Þ

This follows from the fact that for the said event to occur, at the time of the last epoch u of

transition of the SMP, the phase should be j, no transition should occur in (u, t ] and
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the fluid level at u þ should be at most x; we have used the fact that in S3, no change

occurs to the fluid level.

Now taking the limit as t !1 in the above and writing the result in vector notation,

we get

V3ðxÞ2 V3ð0Þ ¼ c21
X1
n¼1

xn3

Z 1

0

e2lt

Z x

0

ln

ðn 2 1Þ!
e2lyyn21dy dt: ð35Þ

We now use the matrix-geometric result and the structure of R which imply that

xn3 ¼ x01Rn21
11 R13 and simplify the above formula to

V3ðxÞ2 V3ð0Þ ¼ c21x01

Z x

0

eKydyR13 ð36Þ

differentiating which with respect to x we get for the density function

v3ðxÞ ¼ v1ðxÞR13; x . 0: ð37Þ

We know that the steady state probability of the phase being in S3 is p3. Subtracting

the integral of v3ðxÞ over ð0;1Þ from this, we immediately get the steady state emptiness

probability in the set S3 to be

V3ð0Þ ¼ p3 2 p1R13: ð38Þ

Lemma 1. The matrix R13 is given by

R13 ¼ ðT13 þCT23Þð2T33Þ
21: ð39Þ

Proof. We have from Eq. (11),

R13 ¼ P13 þ
1

2
R12P23 þ R13P33 ¼ P13 þ

1

2
R12P23

� �
ðI 2 P33Þ

21: ð40Þ

The result follows by writing the matrices Pij appearing on the right in terms of the

corresponding Tij, and substituting C in place of 1
2

R12: A

We summarize the above discussion as a theorem.

Theorem 13. For x . 0 the density of the fluid level for the set S3 is given by

v3ðxÞ ¼ v1ðxÞQ; ð41Þ

where

Q ¼ ðT13 þCT23Þð2T33Þ
21: ð42Þ
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We also have

V3ð0Þ ¼ p3 2 p1Q: ð43Þ

6. COMPUTATIONAL SIMPLIFICATION

The key quantities needed in the computation of the steady state fluid flow distribution

are the matrices K, C and Q. We have already noted in Eq. (42) that Q can be expressed in

terms of C and the matrix T. The following simple result shows that K can be written in

terms of C and Q so much so that the only non-trivial computation needed is that of the

matrix C. After noting this, we also provide some results that further simplify the

computation of C.

Theorem 14. The matrix K is given by

K ¼ T11 þCT21 þQT31: ð44Þ

Proof. Using the partitioned structures of R and Pi in Eq. (11) and (4)–(6), one can

obtain the following:

R11 ¼ P11 þCP21 þ R13P31:

Substituting K ¼ lðR11 2 IÞ and Q ¼ R13 and substituting for Pij their values in terms of

the corresponding Tij, the result is immediate. A

In constructing the embedded Markov chain at epochs tk, we noted that we could have

also used the states to the left of tk. Considering the states to the left of the epochs tk, k $ 1

leads to the consideration of the discrete time QBD in which the up, within level, and

downward in level transitions are governed respectively by the matrices:

�B0 ¼

P11 0 0

1
2

P21 0 0

P31 0 0

2
664

3
775; �B1 ¼

0 P12 P13

0 1
2

P22
1
2

P23

0 P32 P33

2
664

3
775; �B2 ¼

0 0 0

0 1
2

I 0

0 0 0

2
664

3
775: ð45Þ

For that QBD, the matrix Ğ representing the downward passage probabilities from level 1

to level 0 is the minimal nonnegative solution of the equation

�G ¼ �B2 þ �B1
�G þ �B0

�G2: ð46Þ

Because of the structure of B̆2, we also have the partitioned structure

�G ¼

0 G12 0

0 G22 0

0 G32 0

2
664

3
775: ð47Þ
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We can now deduce the following result which helps us derive a simpler procedure to

compute C.

Theorem 15. The matrix C is also given by C ¼ G12; where G12 is the submatrix of �G

corresponding to row indices in S1 and column indices in S2.

Proof. By the results in Ref.[15], there exists a kernel R̂ðduÞ such that R ¼ R̂ð1Þ; and

furthermore ½R̂ðduÞ�ij is the elementary probability that the SMP ððQðtkÞ; JðtkÞ; tk : k $ 0}

visits the state ð1; jÞ in ðu; u þ duÞ avoiding level 0 given that it starts in state ð0; iÞ: Now,

the matrix

C ¼
1

2
R12 ¼

Z 1

0

R̂12ðduÞ

Z 1

0

2le22lxdx
1

2
I:

The integral on the right clearly records the probability of the queue emptying out from

various phases in S2 given that the semi-Markov process starts a busy cycle in state ð0; iÞ;
i [ S1; the queue must reach the state ð1; jÞ in its first busy period, and then empty out from

that phase in one step. Thus, C records the probability that the process {ðQðtk2Þ; Jðtk2ÞÞ :

k $ 2} visits ð0; jÞ when it visits level 0 for the first time given that ðQðt12Þ; Jðt12ÞÞ ¼

ð0; iÞ: Therefore, C ¼ G12 and hence the result. A

The next result allows one to work with matrices of smaller orders when iteratively

computing C. The resulting formula for C is similar to that obtained by Soares and

Latouche.[19]

Theorem 16. The matrix

G ¼
0 G12

0 G22

" #

is the minimal nonnegative solution to the equation

G ¼ B2 þ B1G þ B0G2; ð48Þ

where

B2 ¼
0 0

0 1
2

I

2
4

3
5; B1 ¼

0 P12 þ P13ðI 2 P33Þ
21P32

0 1
2
½P22 þ P23ðI 2 P33Þ

21P32�

2
4

3
5;

B0 ¼
P11 þ P13ðI 2 P33Þ

21P31 0

1
2
½P21 þ P23ðI 2 P33Þ

21P32� 0

2
4

3
5:
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Proof. Considering the QBD of Theorem 15 restricted to the set S1 < S2; we get the

QBD governed by Bi, i ¼ 0; 1; 2: That the G-matrix of the censored QBD is given by the

matrix G defined above is trivial to see as well. A

7. PHASE TYPE REPRESENTATION

So far, we have worked with the homogeneous fluid flow and we need to translate our

results to the original model given by Q and C; we shall briefly refer to that model as “the

Q-model.” In the sequel, we shall assume that the diagonal matrix C is also partitioned

according to the state space as C ¼ diagðC11;C22; IÞ where each block is also diagonal.

The following result concerning steady state probabilities is a trivial consequence of

the relation T ¼ C2lQ:

Theorem 17. Let j denote the steady state probability vector corresponding to the

infinitesimal generator Q. Then

j ¼
1

pC211
pC21; ð49Þ

where, p is the steady state probability vector of T.

Now, let WiðxÞ and wiðxÞ denote the vectors in the Q-model that are analogous to

ViðxÞ and viðxÞ:
A standard argument considering the epochs t and t þ Dt leads to a set of partial

differential equations for the time dependent state probabilities of the fluid model, from

which one gets by letting t !1 the following equations for the steady state densities wi:

w1ðxÞQ11 þ w2ðxÞQ21 þ w3ðxÞQ31 ¼ w 0
1ðxÞC11

w1ðxÞQ12 þ w2ðxÞQ22 þ w3ðxÞQ32 ¼ 2w 0
2ðxÞC22

w1ðxÞQ13 þ w2ðxÞQ23 þ w3ðxÞQ33 ¼ 0

Comparing the above with the analogous equations for the homogeneous fluid flow, we

can immediately deduce that

wiðxÞ ¼ hviðxÞC
21
ii for i ¼ 1; 2; 3; ð50Þ

for some constant h.

Thus, we can write in partitioned form

wðxÞ ¼ hv1ðxÞ½C
21
11
..
.
CC21

22
..
.
QC21

33 � ¼ 2hp1KeKx½C21
11
..
.
CC21

22
..
.
QC21

33 �

¼ 2hp1KeKxC21
11 ½I

..

.
C11CC21

22
..
.
C11QC21

33 � ¼ 2hp1C21
11

~Ke
~Kx½I..

.
~C..
.
~Q�;

¼ 2hðpC211Þj1
~Ke

~Kx½I..
.
~C..
.
~Q�;
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where

~K ¼ C11KC21
11 ;

~C ¼ C11CC21
22 ;

~Q ¼ C11QC21
33 ; ð51Þ

are the matrices analogous to K, C and Q for the Q-model.

Now, noting the boundary conditionsZ 1

0

w1ðxÞdx ¼ j1;

Z 1

0

v1ðxÞdx ¼ p1;

we immediately get, using Eq. (50), the normalizing constant h as

h ¼ 1=ðpC2l1Þ:

Substituting this in the expression obtained for wðxÞ gives the following result.

Theorem 18. The joint density of the steady state buffer content and phase in the fluid

flow model governed by the pair ðQ;CÞ is given by the vector

wðxÞ ¼ 2j1
~Ke

~Kx½I..
.
~C..
.
~Q�; ð52Þ

where the matrices ~K, ~C and Q̃ are given in Eq. ð51Þ.

The above results completely characterize the steady state distribution for the

Q-model.

Computational Steps

Although we went through a number of steps in deriving our results, the steps to effect

the computation of the quantities needed to determine the steady state fluid flow

distribution are themselves fairly straightforward. So that one may not lose sight of this

important fact in the myriad set of intermediate results, we list those key steps below:

Step 1: Compute the matrix T ¼ C2lQ; where C is the diagonal matrix formed by the

vector of absolute values of the rates of change of the fluid flow in S1 and S2 padded by a

vector of 1’s of order jS3j.

Step 2: Let l ¼ maxð2TiiÞ: Compute the matrix P ¼ l2lT þ I: This determines all

the needed submatrices Pij.

Step 3: Obtain the steady state probability vector p of the irreducible stochastic matrix

P. One may use a simple procedure such as the GTH-algorithm (see Refs.[8,11]) to effect

this. Also, compute j using Eq. (49).

Step 4: Compute the matrix C ¼ G12 by computing the matrix G of Eq. (48). One may

use the algorithm in Ref.[12] to do this.

Step 5: Compute the matrix Q using Eq. (42).

Step 6: Compute the matrix K using Eq. (44).

Step 7: Compute K̃, C̃ and Q̃ using Eq. (51).

Once the above quantities are determined, we have a complete characterization of the

steady state probabilities of the Q-model through Eq. (52).
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The actual numerical computation of the steady state probability density or cdf can be

accomplished by using the available techniques for phase type distributions (see Ref.[11],

Chapter 2) since we can show that the distribution of the fluid flow is indeed a

PH-distribution.

Theorem 19. For the fluid model given by ðQ;CÞ, the steady state distribution of the

fluid level is a phase type distribution. One representation for that phase type distribution

is given by the pair ðb;UÞ, where

b ¼ ð1 þ ~C1 þ ~Q1Þ0 ~D1;

U ¼ ~D
21

1
~K 0 ~D1; the matrix ~D1, is a diagonal matrix with j1 on its diagonal, and 1 is a

vector of 10s of appropriate order determined by the context in which it appears.

Proof. The proof proceeds by using the duality arguments similar to those in Ref.[16].

We write the steady state fluid density

f ðxÞ ¼
X3

j¼1

wjðxÞ1

as also given by

f ðxÞ ¼ 2j1
~Ke

~Kxð1 þ ~C1 þ ~Q1Þ ¼ ð10 þ 10 ~Q0 þ 10 ~C0Þðe
~KxÞ0 ~K 0j1

0 ¼ beUxð2U1Þ:

The second equality above is obtained by noting that the transpose of a scalar is itself, and

the last is obtained by supplying the necessary products ~D1
~D
21

1 ¼ ~D
21

1
~D1 ¼ I in between

the terms of the previous equation. The fact that U satisfies the condition for a generator

can be verified by considering the duality formula for K̃; we omit the details which are

routine; like in Ref.[17], it is easy to show that for the time reversed dual flow of the Q-flow,

e Ux indeed records the probability of the busy period ending in various phases given the

phase at the beginning of that busy period. A

Remark 7. There is a discrepancy between our results here and those reported in Ref.[19]

due to a minor error which crept into that paper. Specifically in Ref.[19], a term j1 appears

superfluously in the Eq. (4) of that paper, and that error then gets propagated to Theorem

5.1 of that paper. We are grateful to Soares and Latouche for confirming the correctness of

our findings.
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